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Preface

Antibiotics are among the most important discoveries in medical history, saving millions of
lives, since they allow the effective treatment of even complicated, life-threatening bacterial
infections. Also, antibiotics revolutionized our possibilities of medical intervention, thereby
significantly increasing the quality of human life. Today, the benefits of antibiotic interven-
tion are at elevated risk, and an increasing prevalence of antibiotic-resistant microbes
challenges modern medicine, posing serious threats to human and animal health. A post-
antibiotic era has already begun, and more than ever, we need new antibiotics with novel
mechanisms of action and resistance-breaking properties.

The second edition of Antibiotics: Methods and Protocols in the Springer series Methods
in Molecular Biology continues to provide state-of-the-art and novel methods on antibiotic
isolation and purification, identification of antimicrobial killing mechanisms, and methods
for the analysis and detection of microbial responses and adaptation strategies. Accordingly,
the chapters are organized under two major themes: (i) production and design, and
(ii) mode of action and resistance. Following an overview on common antibiotics and
examples for novel antibiotic modes of action (Chap. 1), the first part, on antibiotic
production and design, includes methods to detect antibacterial activities in culture super-
natants of actinomycetes (Chap. 2), to sample human microbiomes and screen them for
antibiotic-producing commensals (Chap. 3), and to produce and isolate such compounds
(Chaps. 4 and 5). With a new compound in hand, structure elucidation is important for
compound characterization (Chap. 6) and provides the basis for further optimization, that
is, by structure- and ligand-based drug design (Chap. 7) to improve compound-target
interactions. To be considered as a promising new therapeutic, the selected compound
should have no or only low cytotoxic activity on eukaryotic cells. This can be monitored
by methods provided in Chap. 8 and should be assessed before further steps are taken.

In the second part, the chapters lead the reader through methods to further explore
antibiotic mechanisms of action as well as related bacterial responses and resistance mechan-
isms. With a special focus on advanced microscopy techniques, which has greatly contrib-
uted to the elucidation of antibiotic modes of action in the past, Chaps. 9 to 12 describe an
assay to characterize bacterial phenotypes upon antibiotic treatment via a microscopy-based
multiwell assay (Chap. 9), explain a method for expansion microscopy to enable super-
resolved visualization of specimen without the need of highly sophisticated and expensive
optical instruments (Chap. 10), and show how to track the global and local changes in
membrane fluidity through fluorescence spectroscopy and microscopy (Chap. 11). In
addition, bioinformatic tools are presented to analyze microscopy image data qualitatively
and quantitatively (Chap. 12). In the following chapters, further cell-based and in vitro
assays are presented that help to characterize antibiotic modes of action and their impact on
certain biosynthesis pathways or cellular structures. Here, for example, the bacterial cell
envelope represents a validated target for antibiotics. To detect antibiotics that interfere with
cell wall integrity and synthesis, their ability to induce specific cell wall stress-responsive
promoter fusions can be measured (Chap. 13). An impairment of the bacterial membrane
can be determined by measuring the effect of antibiotics on membrane potential and
potassium release from whole cells (Chap. 14). Also, antibiotics are frequently found to
interfere with DNA replication and translation. Here, Chap. 15 provides a robust
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To address these aspects, global profiling methods to study the proteome or metal ion
homeostasis (Chaps. 18 and 19) of susceptible versus resistant strains (or untreated versus
antibiotic-treated strains) have the potential to uncover the underlying antibiotic modes of
action as well as resistance mechanisms. Chapter 20 goes further into this direction and
characterizes alterations in the stoichiometry and composition of ribosomal and ribosome-
associated proteins during antibiotic stress, which impact on protein expression profiles or
hibernating ribosomes. Heading further towards antibacterial resistance, functional meta-
genomics emerged as a highly useful way to identify novel resistance genes from environ-
mental samples (Chap. 21), which do not necessarily rely on the culturability of a specific
strain in the laboratory, thus allowing to study antibiotic resistance in very diverse microbial
communities such as soil-, marine-, human-, wastewater-, or animal- and agriculture-
associated communities.

I would like to thank all contributing authors of the first and second edition of Anti-
biotics: Methods and Protocols for sharing their expertise and protocols, thereby essentially
contributing to the success of this book. Antibiotic research is a multidisciplinary approach,
and thus Antibiotics: Methods and Protocols addresses scientists from diverse fields involving
microbiologists, cell biologists, molecular geneticists, pharmacists, immunologists, infec-
tiologists, biochemists, biophysicists, bioinformaticians, and many others. We hope that the
book will inspire your scientific work in the exciting field of antibiotic research, and we
would be pleased to see the book more often in your lab than in the library.

Tübingen, Germany Peter Sass
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DANUTA MOSSAKOVSKA • GlaxoSmithKline, Stevenage, Hertfordshire, UK; Malopolska
Centre of Biotechnology, Jagiellonian University, Krak�ow, Poland

EWA MARIA MUSIOL-KROLL • Interfaculty Institute of Microbiology and Infection Medicine
(IMIT), Microbiology/Biotechnology, University of Tübingen, Tübingen, Germany; Cluster
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of Excellence ‘Controlling Microbes to Fight Infections’ (CMFI), University of Tübingen,
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Part I

Production and Design



Antibiotics represent one of the most important discoveries in
medical history. Although the term antibiotics literally means
“against life”, their use as therapeutic agents starting in the first
half of the twentieth century for the first time allowed an effective
treatment of even complicated, life-threatening bacterial infections
(e.g., tuberculosis and septicemia), thereby saving millions of lives.
In addition, antibiotics represent important tools in modern medi-
cine to enable, for example, cancer chemotherapy, orthopedic sur-
gery, and transplantation. Thus, antibiotics have not just decreased
mortality and morbidity caused by bacterial infections, they further

Chapter 1

Antibiotics: Precious Goods in Changing Times

Peter Sass

Abstract

Antibiotics represent a first line of defense of diverse microorganisms, which produce and use antibiotics to
counteract natural enemies or competitors for nutritional resources in their nearby environment. For
antimicrobial activity, nature has invented a great variety of antibiotic modes of action that involve the
perturbation of essential bacterial structures or biosynthesis pathways of macromolecules such as the
bacterial cell wall, DNA, RNA, or proteins, thereby threatening the specific microbial lifestyle and eventu-
ally even survival. However, along with highly inventive modes of antibiotic action, nature also developed a
comparable set of resistance mechanisms that help the bacteria to circumvent antibiotic action. Micro-
organisms have evolved specific adaptive responses that allow to appropriately react to the presence of
antimicrobial agents, thereby ensuring survival during antimicrobial stress. In times of rapid development
and spread of antibiotic (multi-)resistance, new resistance-breaking strategies to counteract bacterial infec-
tions are desperately needed. This chapter is an update to Chapter 1 of the first edition of this book and
intends to give an overview of common antibiotics and their target pathways. It will also present examples
for new antibiotics with novel modes of action, illustrating that nature’s repertoire of innovative new
antimicrobial agents has not been fully exploited yet, and we still might find new drugs that help to evade
established antimicrobial resistance strategies.

Key words Antimicrobial agents, Drug discovery, Mode of action, Antibiotic resistance, MRSA

1 The Times They Are Still Changing

Peter Sass (ed.), Antibiotics: Methods and Protocols,
Methods in Molecular Biology, vol. 2601, https://doi.org/10.1007/978-1-0716-2855-3_1,
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revolutionized the possibilities concerning medical intervention to
help increase the quality of human life.

4 Peter Sass

Today, the situation has changed dramatically which is primar-
ily due to the overuse and/or misuse of antibiotics in the clinics and
to an even more serious extent in agriculture. We are now experi-
encing an increasing prevalence of microbes that are resistant to
one, several, or almost all clinically used antibiotics. Bacterial infec-
tions that could once easily be cured are becoming harder to treat
or are even untreatable, challenging modern medicine and posing
one of the most serious threats to human and animal health as
recognized by the World Health Organization [1]. As many patho-
gens (resistant and susceptible) are often characterized to sensitively
respond to antibiotic stress and regulate their metabolism to sur-
vive antibacterial treatment, it can be assumed that the resistance
situation will not substantially relax in the future [2].

In the light of this alarming development and spread of antibi-
otic (multi-)resistance, and since too few new antibiotics with
resistance breaking properties enter the clinics (the “golden age
of antibiotic discovery” has long since passed), we need fast and
coordinated actions to avoid the risk of heading toward a post-
antibiotic era. Such necessary actions need to be supported by
physicians, pharmacists, agriculturists, scientists, politicians, and,
of course, people in the community. Efficient means for infection
monitoring, control, and prevention are needed, accompanied by
improved hygiene standards (in the community as well as in the
clinic) and a far more responsible handling of antibiotic prescription
and usage (in humans and livestock). In the community, we need a
better awareness of resistance prevalence, how to avoid spread of
pathogens, and when antibiotics are necessary and how they should
be used. As stated by the Centers for Disease Control and Preven-
tion (CDC) in April 2011, a huge economic burden comes along
with antimicrobial resistance with costs of approx. 55 billion USD a
year only in the United States [3]. And according to the Review on
Antimicrobial Resistance of March 2016 [4], which was commis-
sioned by the UK Prime Minister and is hosted by the Wellcome
Trust, without a coordinated global response to counter drug
resistance we could be facing a threat claiming 10 million lives a
year by 2050, at an accumulated cost of 100 trillion USD. What-
ever costs (human or economic) drive an initiative for assessing
solutions to counteract antimicrobial resistance and antibiotic run
out, it is an important step forward that this issue is increasingly
discussed worldwide including the UN General Assemblies and the
G7 and G20 group meetings during the last 6 years. Indeed, the
disastrous consequences of the SARS-CoV-2 coronavirus outbreak
on human lives and our economy during the last 2 years should
have finally made clear which severe consequences can be expected
from an enduring antibiotic crisis [2]. Hence, in 2022, it is still
important to reinforce that “we have reached a critical point and



must act now on a global scale to slow down antimicrobial resis-
tance” (citation by Professor Dame Sally Davies, UK Chief Medical
Officer) [5].
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However, decelerating development and spread of antimicro-
bial resistance will not be sufficient to avert the scenario described
above, as we also need new antibiotics with extended or novel
mechanisms of action that have resistance-breaking properties,
that is, improved antibiotics of established classes and/or new
compounds with novel targets. But although desperately needed,
during the last decades antibiotic research suffered from question-
ing its economic viability, and the interest of the private sector in
developing new antibacterial drugs constantly decreased, which
among other reasons resulted in a misguided trend that also
reduced basic research on the development of new antibiotic
drugs [2]. Despite an increasing public and political awareness
about rising AMR, the number of new and innovative antibiotics
entering the market is declining (only 12 new antibiotics
(or antibiotic combinations) have been approved since 2000), and
most big pharmaceutical companies stopped their antibiotic
research programs [6]. During the last 6 years, the pharma giants
AstraZeneca (2016), Novartis, Sanofi (both in 2018), and Johnson
& Johnson (2019) quit their antibiotic research and development
programs, although they had previously announced to further
invest in antibiotic research to fight AMR (“AMR Industry Alli-
ance”) in early 2016, thereby risking that the antibiotic pipeline is
about to dry up [7].

During the last years, however, several new initiatives started to
oppose this trend. For example, the Innovative Medicines Initiative
(IMI), a public-private partnership that is co-financed by the EU
and the EFPIA (European Federation of Pharmaceutical Industries
and Associations), was launched in 2008 to foster (pre-)clinical
development and to address the regulatory and business challenges
of antibiotic R&D programs [8]. Later, the EU set up an action
plan against the rising threats from AMR in 2011 [9], which
developed into the EU’s One Health Action Plan against AMR in
2017, with the overarching goal to preserve the possibility of
effective treatment of infections in humans and animals
[10]. Here, EU initiatives included the New Drugs for Bad Bugs
(ND4BB) program starting in 2011, the world’s biggest public-
private AMR research partnership between industry, academia, and
biotech organizations to combat antimicrobial resistance in Europe
[11], as well as the Joint Programming Initiative on AMR
(JPIAMR) [12], which aims to better coordinate and align world-
wide AMR research efforts. Similarly, in the United States, the “10
by 20” program from 2010 [13], run by the Infectious Disease
Society, and CARB-X [8], a nonprofit public-private partnership
initiated in 2016 by the US Department of Health and Human
Services’ Biomedical Advanced Research and Development



Authority (BARDA) and the National Institute of Allergy and
Infectious Diseases (NIAID/NIH), support innovative antimicro-
bial research and the development of new antibiotics worldwide.
Further, the nonprofit Global Antibiotic Research and Develop-
ment Partnership (GARDP) was initiated by the WHO and the
Drugs for Neglected Diseases Initiative (DNDi) to promote antibi-
otic R&D with the goal of sustainable and worldwide access
[14]. In Germany, for example, the themed collaborative research
unit of the German Research Foundation (DFG) designated “Post-
Genomic Strategies for New Antibiotic Drugs and Targets”
(FOR854) started as early as in 2009 with the goal to study
promising new antibiotic compounds, molecular mechanisms,
and targets using post-genome era strategies [15]. In 2010, the
German Federal Ministry of Education and Research initiated the
German Center for Infection Research (DZIF) that runs several
task force units on infection research, one unit with a special focus
onNovel Antibiotics, which aims to bring basic research and current
anti-infective development activities back together [16]. More
recently, the Transregional Collaborative Research Center
TRR261 Antibiotic CellMAP [17] as well as the Cluster of Excel-
lence Controlling Microbes to Fight Infections [18] were launched.
Both initiatives are funded by the German Research Foundation
(DFG, Deutsche Forschungsgemeinschaft) with the goal to explore
antibiotic modes of action and to assess an effective use of anti-
biotics to counter infections while protecting the microbial com-
munities that populate the human body. In addition to these
initiatives, the Gordon Research Conference on New Antibacterial
Discovery and Development was launched as an excellent platform
to discuss and to share ideas between academia, industry, and
government agencies on target discovery and validation, hit identi-
fication and chemical optimization, as well as clinical trial design
and execution, thereby supporting the efforts of the abovemen-
tioned research initiatives [19]. However, to attract Big Pharma
back to the antibacterial drug discovery field, it seems that such
initiatives need to be accompanied by a new rising commercial value
of antibiotics, for example, based on their value for our society and
medicine.

6 Peter Sass

2 Antibiotic Modes of Action

Microorganisms produce antibiotics for several reasons; the most
obvious role is the direct counteraction of competitive or invading
bacteria by inhibiting their growth. This chapter is an update to
Chapter 1 of the first edition of this book [20] and intends to
summarize the more common antibiotics and their cellular targets,
and it will highlight examples for new antibiotics with novel modes
of action that have been identified by antibiotic researchers in



recent years (Fig. 1). Many different antimicrobial agents are
known which can be characterized and differentiated by their indi-
vidual modes of action and cellular targets. The bacterial cell enve-
lope represents one such prominent target pathway that is unique
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Fig. 1 Structures of exemplary antibiotics discussed in this chapter. (Figure reprinted from Ref. [20])



to bacteria and fulfills many important physiological functions.
Further validated target pathways for antibiotic attack include pro-
tein biosynthesis as well as DNA and RNA metabolism, where the
target sites sufficiently vary from their eukaryotic counterparts to
allow selective inhibition of the bacteria. Depending on the com-
pound and its target site, some antibiotics have a broad spectrum or
a narrow spectrum of activity targeting multiple bacterial species or
only a small, selected group of species, respectively. Some antimi-
crobial agents are multi-targeted compounds that act against a
broad range of microorganisms in a concentration-dependent man-
ner. Such sanitizers possess rather unspecific modes of action, for
example, by penetrating and disturbing the integrity of the bacterial
cell membrane, by producing DNA cross linkage, or by abrogating
spore outgrowth [21].
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However, antibacterial activity is not the only function of anti-
biotics as their name would suggest, and it is increasingly recog-
nized that some members of antibiotic classes have evolved as
bacterial tools for intra- and inter-domain communication
[22]. For instance, antimicrobial peptides act as modulators of the
innate immune response in higher organisms [23–25]. In strepto-
mycetes, some lanthionine-containing antibiotics (lantibiotics)
have morphogenic effects by modulating the formation of aerial
hyphae [26]. Other lantibiotics induce their own production in a
quorum-dependent manner thereby showing similarities to peptide
pheromones [27, 28]. Despite these exciting new functions of
antibiotics, which certainly deserve and would easily fill a review
on their own, the next sections will focus on the mechanisms how
antibiotics exert their growth inhibitory effects or even kill bacteria.

2.1 The Bacterial Cell

Envelope as Antibiotic

Target

Many vital cellular functions are attributed to the bacterial cell
envelope, including its role as a diffusion barrier, a shape-giving
structure, and an essential communication interface between differ-
ent cells in a community as well as their surrounding environment.
Structurally, the cell envelope of bacteria is built up of one or two
lipid membranes and the glycopeptide scaffold of the cell wall
(peptidoglycan). In general, there are two different types of cell
envelope in bacteria, a Gram-positive and a Gram-negative type.
The cell envelope of Gram-positive bacteria consists of a thick cell
wall layer that is located outside the bacterial plasma membrane and
completely covers the cell. Here, the cell wall forms a multilayered
heteropolymer, which is largely composed of the sugar-peptide
polymer peptidoglycan to which diverse accessory molecules like
proteins, teichoic acids, teichuronic acids, carbohydrates, and poly-
phosphates are attached to. The peptidoglycan mainly consists of
linear glycan chains with the two alternating amino sugars N-acetyl-
glucosamine (GlcNAc) and N-acetylmuramic acid (MurNAc).
These glycan chains are further cross-linked by short peptides that
are bound to the MurNAc moieties and which can vary between



different bacteria (Fig. ). Depending on the bacterial species, the
peptide side chains are either directly cross-linked to the peptide
side chains of neighboring glycan strands, or they may be
connected via interpeptide bridges of characteristic additional
amino acids. By that, an elastic, three-dimensional network is pro-
duced which is intimately involved in vital bacterial processes such
as cell division and autolysis, and it essentially contributes to main-
tain bacterial cell shape and integrity by withstanding the internal
osmotic pressure [ , ]. Gram-negative bacteria possess a signif-
icantly different cell envelope architecture, as they have an addi-
tional outer lipid membrane and a much thinner peptidoglycan
layer, which, however, structurally resembles the peptidoglycan of
Gram-positive species. With regard to antibiotic research, the outer
lipid membrane represents an intrinsic antibiotic resistance factor
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Fig. 2 Inhibition of cell wall biosynthesis of Staphylococcus aureus by antibiotic action. (Figure modified from
Ref. [20])



that acts as a diffusion barrier for a multitude of compounds
including antimicrobial agents and thus protects the bacteria from
the potentially lethal effects of many antibiotics. The space between
inner and outer membrane, the periplasm, harbors various enzymes
that play roles in distinct physiological pathways like peptidoglycan
biosynthesis, nutrient uptake, electron transfer systems, as well as
detoxification [31].
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The cell wall is essential for and unique to bacteria and thus is a
favored target site for antibiotics (Fig. 2). Antibiotics interfere with
almost every step of peptidoglycan synthesis by either sequestering
an essential substrate of the synthesis reaction or by directly inhibit-
ing a specific enzymatic reaction, which both prevent the produc-
tion of new cell wall material and finally lead to cell death of the
growing bacteria [32, 33]. Penicillin G, probably the most promi-
nent antibiotic to date, and other β-lactams interfere with enzyme
reactions during peptidoglycan synthesis. To do so, β-lactams imi-
tate the D-alanyl-D-alanine motif of the peptidoglycan precursor
lipid II and bind to the active sites of transpeptidases and carbox-
ypeptidases, which are therefore called penicillin-binding proteins
(PBPs). Thereby, β-lactam binding inhibits the function of PBPs
and thus prevents the cross-linking reactions of the glycan strands
making the cell vulnerable to lysis during growth
[34, 35]. D-Cycloserine, an oxazolidinone antibiotic, inhibits
both D-alanine racemase and D-alanine-D-alanine ligase and
blocks the conversion of L-alanine to D-alanine and the subsequent
production of D-alanyl-D-alanine dipeptide [36, 37]. Fosfomycin
is a structural analog of phosphoenol pyruvate and therefore inter-
feres with the activity of MurA, an enzyme that converts
UDP-GlcNAc into UDP-MurNAc, representing the first com-
mitted step of peptidoglycan biosynthesis [38]. The enzymatic
activity of MraY is inhibited by the antibiotics tunicamycin, mur-
eidomycin, amphomycin, muraymycin, and liposidomycin, thereby
preventing the transfer of the UDP-MurNAc-pentapeptide motif
onto the undecaprenyl phosphate carrier, which is the first
membrane-bound step of peptidoglycan synthesis yielding lipid
I [39].

Some antibiotics act by sequestering an essential substrate of
cell wall biosynthesis, which leads to a significantly decreased avail-
ability of central building blocks for the synthesis of peptidoglycan.
Bacitracin, a cyclic dodecylpeptide antibiotic, sequesters the lipid
carriers of the essential peptidoglycan precursor molecule lipid II in
its undecaprenyl-pyrophosphate state (C55-PP), thereby preventing
the recycling of the lipid carrier by dephosphorylation
[40, 41]. The lipopeptide antibiotic friulimicin B interferes with
C55-P to decrease the availability of the lipid carrier and leads to an
effective inhibition of the MraY reaction [42]. Antibiotics like
vancomycin, teicoplanin, and ramoplanin or some lantibiotics
directly bind and sequester the precursor molecule lipid II. The



glycopeptide vancomycin, which is an antibiotic of last resort for
the treatment of serious infections caused by methicillin-resistant
Staphylococcus aureus (MRSA), complexes the D-alanyl-D-alanine
terminus of lipid II to inhibit peptidoglycan synthesis [43]. Ramo-
planin, a strongly amphipathic glycolipodepsipeptide antibiotic
with a short acyl side chain, prevents bacterial cell wall biosynthesis
by interacting with the sugar phosphate head group of lipid II
instead of binding to its D-alanyl-D-alanine terminus. Ramoplanin
even seems to be translocated across the membrane to inhibit
intracellular lipid I- and lipid II-consuming reactions, for example,
catalyzed by MurG and FemXAB [44]. Lantibiotics are antimicro-
bial peptide antibiotics that undergo posttranslational modification
resulting in the formation of the cyclic thioether amino acids
lanthionine and 3-methyllanthionine [45, 46]. Some lantibiotics
such as mersacidin, which belongs to a rather globular type of
lantibiotics, also bind to the pyrophosphate group of lipid II
thereby inhibiting transglycosylation reactions and finally the incor-
poration of the precursor into the nascent peptidoglycan during cell
wall biosynthesis [47]. Nisin, another type of lantibiotic with rather
elongated structure, is commonly used as a food preservative
[48]. Nisin exhibits a dual mode of action: one mode is its specific
binding to the sugar-pyrophosphate moiety of lipid II to cause
inhibition of cell wall biosynthesis. In addition, nisin uses lipid II
as a docking molecule to insert into the bacterial membrane, which
results in pore formation, ion efflux, and finally bacterial cell death
[49, 50].
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In contrast to lantibiotics, the mode of action of cationic anti-
microbial peptides (CAMPs) appears to be mostly based on their
cationic and amphiphilic nature which allows such peptides to
interact with negatively charged bacterial surfaces and membranes
[51]. However, mere membrane perturbation does not fully
explain their antimicrobial activity. Most probably, CAMPs do not
just impair the membrane but also exert unspecific, disturbing
effects on multi-component biosynthetic machineries like the pep-
tidoglycan synthesis complex, thus acting like “sand in a
gearbox” [52].

Such a “sand in a gearbox” mechanism was also suggested for
the antimicrobial activity of the lipodepsipeptide daptomycin, one
of few antibiotics that was approved for clinical use in the last two
decades and is now successfully being applied to treat infections by
vancomycin-resistant enterococci (VRE) and MRSA. Despite the
successful use of daptomycin in the clinical setting, its mode of
action was incompletely understood for years and subject to con-
troversial discussions hypothesizing on either a more targeted
mode of action, that is, inhibition of cell wall biosynthesis or
lipoteichoic acid biosynthesis pathways, or a rather generalized
killing mechanism by inducing membrane depolarization. It has
been further discussed that Ca2+-daptomycin may have a CAMP-



like behavior in that it forms oligomeric structures and attaches to
anionic membrane surfaces to perturb vital barrier functions of the
bilayer [33]. However, the better potency of daptomycin compared
to CAMPs and the fact that daptomycin specifically induces the
so-called cell wall stress response in bacteria [53–55], which is
commonly induced by cell wall synthesis-perturbing agents includ-
ing β-lactams, glycopeptides, and mersacidin [56–58], points at a
more clearly defined target in cell wall synthesis. Recent break-
through studies shed light on the mode of daptomycin activity. It
emerged that daptomycin affects overall membrane fluidity by
inducing a severe rearrangement of fluid lipid domains, which
then caused a rapid detachment of the membrane-associated lipid
II synthase MurG and the phospholipid synthase PlsX that both
preferentially colocalize with fluid membrane microdomains
[59]. Moreover, a specific molecular target for Ca2+-daptomycin
could be discovered, that is, undecaprenyl-coupled cell envelope
precursors in the presence of the anionic phospholipid phosphati-
dylglycerol, leading to the formation of a tripartite complex with
undecaprenyl-coupled intermediates and membrane lipids
[60]. Here, binding mainly occurred at the septum area and abro-
gated cell wall biosynthesis, which led to a delocalization of cell wall
synthesis proteins and massive membrane rearrangements. Such
mechanism may well result in the pleiotropic cellular effects that
have been previously reported for daptomycin and explains the
specificity of daptomycin for bacterial cells, thereby providing a
concise model for the mode of action of daptomycin [60].
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2.2 Inhibitors of RNA

and Protein Synthesis

Bacterial transcription/translation is a further essential biosynthesis
pathway that is targeted by various antimicrobial agents. Three
different groups of antibiotics can be categorized that target differ-
ent stages of the protein biosynthesis machinery (Fig. 3). One
group of inhibitors interferes with DNA-dependent RNA polymer-
ase (RNAP) to block transcription. Another group binds to the 30S
or 50S ribosomal subunits to inhibit translation initiation and
elongation or affect translational accuracy. Some antibiotics inter-
fere with tRNA synthases and elongation factors to perturb the
cellular concentration of charged tRNA molecules or the delivery
and release of tRNA molecules to and from the ribosome.

Bacterial DNA-dependent RNAP is an attractive antimicrobial
target, since RNA synthesis is essential for bacterial growth. The
semisynthetic antibiotic rifampicin (also known as rifampin) is
probably the best-known representative of RNAP inhibitors,
which binds to RNAP at a site adjacent to the RNAP active center
and inhibits the initiation of RNA synthesis by physically blocking
the formation of the phosphodiester bond in the RNA backbone by
a “steric occlusion” mechanism [61]. Other protein synthesis inhi-
bitors directly interfere with the ribosomal complex. Aminoglyco-
sides like streptomycin and gentamicin bind to a conserved rRNA



sequence that is near the A-site of the 30S ribosomal subunit and
affect the accuracy of translation. The interaction of aminoglyco-
sides with the A-site disturbs the proofreading steps of the ribo-
some that are important to ensure translational fidelity and finally
results in misreading of the mRNA code and the synthesis of
erroneous proteins [62, 63]. Tetracyclines and glycylcyclines such
as tigecycline also bind to the 30S ribosomal subunit in a region
that is close to the codon-anticodon recognition site (A-site),
thereby preventing the productive binding of charged aminoacyl-
tRNAs to the ribosomal A-site [64]. Erythromycin and chloram-
phenicol both target the 50S ribosomal subunit and inhibit trans-
lation elongation. Erythromycin, a macrolide antibiotic, prevents
the movement and release of the nascent peptide by blocking the
tunnel that channels the nascent peptides away from the peptidyl
transferase center [65]. Chloramphenicol prevents peptide bond
formation by directly binding to the peptidyl transferase center
[65–67].
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Fig. 3 Target sites of protein biosynthesis inhibitors. (Figure reprinted from Ref.
[20])

Some antibiotics interfere with components in the periphery of
the ribosome. For example, mupirocin, a mixture of several pseu-
domonic acids, blocks the activity of isoleucyl-tRNA synthetase,
which prevents the charging of tRNA-Ile with the corresponding
amino acid isoleucine [68, 69]. Noteworthy, the activities of
aminoacyl-tRNA synthetase inhibitors like mupirocin were shown
to ultimately induce the stringent response of bacteria
[70, 71]. Puromycin is an aminoacyl-tRNA analog and thus incor-
porates into the nascent peptide chain causing premature termina-
tion and release [65]. Fusidic acid is a steroidal antibiotic that
prevents the turnover of elongation factor G (EF-G) and arrests it
at the ribosome after GTP hydrolysis. Although this does not lead
to an inhibition of the EF-G-catalyzed translocation step of the
ribosome, it will block the subsequent productive binding of new



aminoacyl-tRNA to the A-site. This is because functional
aminoacyl-tRNA binding requires the elongation factor Tu
(EF-Tu), but EF-G and EF-Tu mutually exclude themselves
regarding their presence on the same ribosome [72, 73].
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2.3 Inhibitors of DNA

Synthesis

Antibiotics further successfully target essential bacterial processes
involved in DNA replication and turnover. Here, quinolones are
probably the most famous class of DNA synthesis inhibitors, which
include the antibiotics ciprofloxacin and nalidixic acid. Quinolones
perturb gyrase (topoisomerase II) and topoisomerase IV activities,
enzymes that play important roles in chromosome function by
coiling and uncoiling of DNA. Gyrase, for example, removes
knots from DNA, assists for the bending and folding of DNA,
activates the chromosome for all processes involving strand separa-
tion, and even responds to environmental changes by facilitating
the movement of replication and transcription complexes through
DNA by adding negative supercoils in front of the complex
[74]. Gyrase forms a tetramer to bind DNA in which two A and
two B subunits wrap the DNA into a negative supercoil. In a next
step, gyrase breaks and rejoins DNA strands in an ATP-dependent
manner to pass one region of duplex DNA through another
[75]. By introducing such negative supercoils into DNA, gyrase
relieves the topological stress that occurs during the translocation
of transcription and replication complexes along the DNA strand.
Topoisomerase IV is a decatenating enzyme and resolves inter-
linked daughter chromosomes upon DNA replication. Similar to
gyrase, topoisomerase IV cleaves the phosphodiester bonds in a
DNA double strand and stabilizes the break by covalent and
non-covalent interactions. Subsequently, a second double strand
is passed through the open gap followed by religation of the passage
[76]. Here, the principles of gyrase and topoisomerase IV activities
differ concerning their mechanism of DNA wrapping. While gyrase
wraps DNA around itself, topoisomerase IV does not [74, 77]. Gyr-
ase and topoisomerases play vital roles in DNA replication, tran-
scription, repair, and recombination by ensuring an optimal level of
global DNA supercoiling and removing local topological barriers,
which make them essential enzymes for cell growth and division.
This central role of gyrase and topoisomerase IV in DNA metabo-
lism is one reason for the effectivity of quinolone antibiotics. How-
ever, quinolones do not simply inhibit the enzymatic functions of
these enzymes. Quinolones rather lock the enzyme complexes after
cleavage of the DNA strands but before they are rejoined. By this,
quinolones produce double-strand breaks that are not resealed.
Thus, quinolones stall gyrase and topoisomerase IV complexes on
replicative DNA strands, which eventually leads to the deleterious
release of double-strand DNA breaks and fragmentation of DNA
finally causing bacterial cell death.
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Mitomycin C, a natural product produced by Streptomyces cae-
spitosus, is another antibiotic that efficiently interferes with DNA
synthesis. Instead of inhibiting an enzyme function, mitomycin C
has potent DNA cross-linking activity and catalyzes the intra- and
interstrand cross-linkage of DNA strands as well as monofunctional
alkyl lesions. Such cross-linking reactions inevitably lead to an arrest
of DNA replication and subsequently bacterial cell death
[78, 79]. However, due to its mechanism of action, which is not
selectively acting against bacteria, mitomycin C is also used as an
antitumor drug for the treatment of stomach, bladder, and pan-
creas cancer. Aside from mutations in gyrase or topoisomerase
enzymes that are a common cause of quinolone resistance, bacteria
have elicited a highly effective response cascade to evade the dele-
terious action of DNA damaging agents including quinolones and
mitomycin C, the so-called SOS response. This DNA damage-
induced stress response allows the bacterial cell to minimize the
lethal and mutagenic consequences of the exposure to these anti-
biotics and helps the cells to cope with such agents at low concen-
trations [74, 80–83].

2.4 Antibiotics with

Extended or Novel

Modes of Action

In times of an increasing spread of bacterial resistance to clinically
used antibiotics, we face an urgent need to find and develop novel
antibiotics with new modes of action and resistance breaking prop-
erties. This section intends to highlight some of the recent advances
from academia and industry to satisfy this need, covering antibiotics
that inhibit or activate novel targets to cause lethal effects, drugs
that efficiently interfere with known resistance factors or even
compounds that show no detectable resistance at all.

Teixobactin is a member of a new class of antibiotics that is
produced by the hitherto undescribed Gram-negative soil bacte-
rium Eleftheria terrae [84]. Teixobactin is antibacterially active
against many pathogenic Gram-positive bacteria as well as myco-
bacteria including Mycobacterium tuberculosis but lacks activity
against Gram-negatives, most probably due to ineffective penetra-
tion of the outer membrane and/or efflux. Teixobactin was also
effective in reducing the bacterial load in experimental infections of
MRSA and Streptococcus pneumoniae in mice. Teixobactin uses a
dual mechanism of action that is currently not used by any clinically
applied antibiotic. To kill the bacteria, teixobactin interferes with
cell wall synthesis reactions at several stages by sequestering the
essential precursors of peptidoglycan synthesis (lipid II) as well as of
teichoic acid synthesis (lipid III). Noteworthy, it seems difficult for
unrelated strains to gain resistance to teixobactin. In vitro, no
teixobactin-resistant mutants of S. aureus or M. tuberculosis were
isolated at four times the MIC, which may be attributed to the dual
mode of action of teixobactin by targeting more than one essential
bacterial macromolecule. However, bacteria have eventually always
found ways to adapt to antibiotic action, and it may be just a matter
of time that a resistance mechanism to teixobactin will be identified.
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β-Lactams are probably the most frequently used antibiotics to
date and have a successful history in curing patients from infectious
diseases, which is also due to their relatively small size as well as
their good tolerability by the patients. However, the effectivity of
β-lactam antibiotics is severely hampered by the action of
β-lactamases, which can break down nearly every β-lactam by dea-
cylation. Currently, more than thousand different β-lactamases
from various structural classes and a wide range of substrate pro-
miscuities and catalytic efficiencies are known, constantly evolving
and disseminating with new β-lactam antibiotics that are intro-
duced into clinical use. One strategy to overcome this problem is
the constant derivatization and optimization of β-lactams to
achieve species specificities and/or reduced susceptibility to
β-lactamases. The direct inhibition of β-lactamases by β-lactamase
inhibitors is another effective means to recover activity of β-lactam
antibiotics. However, one disadvantage of β-lactamase inhibitors,
which are also compounds with a β-lactam ring structure, is that
they are also consumed by the β-lactamases, although at a much
slower rate. Avibactam is a novel non-β-lactam β-lactamase inhibi-
tor in clinical development combined with β-lactam antibiotic
partners to treat infections with Gram-negative bacteria [85–
87]. In contrast to other known β-lactamase inhibitors, avibactam
covalently and slowly reversibly binds to various types of
β-lactamases including TEM-1. Hence, deacylation of avibactam
proceeds through regeneration of intact avibactam and not hydro-
lysis, which is a new and unique mechanism of inhibition among
β-lactamase inhibitors.

Ribocil interferes with bacterial non-coding RNA (ncRNA), a
new target molecule that is currently not used by any other clini-
cally used antibiotic [88]. The researchers identified ribocil during a
phenotypical screen for inhibitors of a metabolic pathway leading to
the synthesis of riboflavin, also called vitamin B2, which is a crucial
precursor of essential cofactors required for various enzyme reac-
tions. One such cofactor is flavin mononucleotide (FMN) that
functions as prosthetic group of several oxidoreductases including
NADH dehydrogenase. Inside the human host, riboflavin is a
rather rare metabolite that has to be produced by the bacteria to
ensure their growth and vitality, rendering this pathway essential
under such conditions. Ribocil-resistant mutants carry mutations in
a non-coding DNA region of the bacterial genome, indicating that
ribocil rather acts on the level of gene regulation than direct inter-
action with a riboflavin biosynthesis enzyme. The involved ncRNA
domain is located upstream of the translational start site of a key
synthase enzyme in the riboflavin biosynthesis pathway and consti-
tutes a so-called riboswitch. Riboswitches are RNA regions that can
change their structure upon binding to a corresponding ligand
(here FMN ligand) in order to modulate the access of the transcrip-
tion and translation machinery to the gene locus and thus prevent



expression of this gene. This mechanism allows the bacteria to shut
down the riboflavin biosynthesis pathway when sufficient riboflavin
is available. Like FMN ligands, ribocil also binds to this riboswitch
and shuts down riboflavin synthesis, thereby killing the bacteria by
depriving them of the essential precursor metabolite. Noteworthy,
ribocil is not a close structural analog of a metabolite ligand,
reducing the possibility of off-target effects on other pathways
that involve riboflavin and FMN in the human host, which is
underlined by the observation that even high doses of the com-
pound were not toxic in mice.
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Darobactin is a new, silent operon-derived and ribosomally
synthesized antibiotic that emerged from a screen of Photorhabdus
isolates. Darobactin acts against important Gram-negative patho-
gens both in vitro and in animal models of infection. Darobactin
unfolds its new mode of action by targeting the bacterial insertase
BamA, the central unit of the essential BAM complex that folds and
inserts outer membrane proteins [89]. To this end, darobactin
adopts a rigid β-strand conformation, mimicking the recognition
signal of native BamA substrates to bind to the lateral gate of
BamA. Upon binding to BamA, darobactin uses the membrane
environment as an extended binding pocket by replacing a lipid
molecule from the lateral gate of BamA, thereby mainly establishing
backbone contacts which provides some potential robustness
against resistance mutations [90].

Optimized arylomycins are a new class of Gram-negative anti-
biotics [91]. Arylomycins usually lack activity against Gram-
negative pathogens, which is in part due to a naturally occurring
mutation in the essential bacterial type I signal peptidase LepB of
Gram-negative bacteria that reduces the binding affinity of arylo-
mycin. The synthetic arylomycin derivative G0775 emerged from a
systematic optimization program to yield arylomycin derivatives
with increased target affinity and improved outer membrane pene-
tration characteristics. By these means, G0775 exerts potent
in vitro and in vivo activity against MDR Gram-negative bacteria
and bypasses existing resistance mechanisms, for example, the dele-
tion of the AcrB or TolC efflux pump subunits in wild-type E. coli
did not affect the potency of G0775, indicating that the native
E. coli efflux systems do not considerably confer resistance to
G0775 [91].

PC190723, a benzamide derivative, is a potent and selective
inhibitor of the essential cell division pacemaker protein FtsZ.
PC190723 shows specific antibacterial activity against staphylo-
cocci including MRSA with minimal inhibitory concentrations
(MICs) in the range of 1.4–2.8 μM. Further, it is the first FtsZ
inhibitor with reported in vivo efficacy as it is effective in a murine
septicemia model of staphylococcal infection [92, 93]. Bacterial cell
division is achieved by the divisome, a multi-protein complex that is
characterized by the time-dependent assembly of specific cell



division proteins [94]. At the onset of cell division, the tubulin
homolog FtsZ localizes at mid cell to form the so-called FtsZ-ring
or Z-ring in a GTP-dependent manner. The Z-ring functions as a
scaffold for the assembly of the bacterial cytokinetic machinery.
PC190723-treated rods like Bacillus subtilis show an elongated
phenotype, while staphylococci show enlarged spherical cells.
Localization of FtsZ revealed the formation of multiple rings and
arcs in S. aureus and abnormal discrete foci throughout B. subtilis
cells, indicating an interference of PC190723 with Z-ring forma-
tion [92, 95, 96]. There are discussions about the effect of
PC190723 on the GTPase activity of FtsZ. While some studies
could show a concentration-dependent inhibition of the GTPase
activity of S. aureus and B. subtilis FtsZ [92, 96, 97], some more
recent studies did not come to the same results but observed an
increased GTPase activity of S. aureus FtsZ or no effect on
B. subtilis FtsZ [98, 99]. The binding site of PC190723 maps to
a cleft formed by the H7 helix, the T7-loop, and the C-terminal
four-stranded β-sheet of S. aureus FtsZ [95, 98, 100]. Thus, the
binding site is rather away from the GTP binding pocket, indicating
that there seems to be at least no direct interference of PC190723
with the catalytic site of the GTPase domain. PC190723 further
shows synergy with β-lactam antibiotics to kill MRSA [95]. Impor-
tantly, PC190723 re-sensitized MRSA to β-lactam antibiotics
in vitro as well as in a mouse model of MRSA infection. This
synergy is most probably achieved by the concomitant delocaliza-
tion of their respective drug targets FtsZ and PBP2, since PBP2
depends on FtsZ for correct localization at the septum, where it is
needed for transglycosylation of peptidoglycan in MRSA. Besides
the synergistic effects, combination of imipenem with PC190723
significantly reduced the spontaneous frequency of PC190723-
resistant mutants, which also showed an attenuated virulence.
Thus, PC190723 represents an interesting new antibiotic that
modulates the assembly/disassembly dynamics of FtsZ with
promising antibacterial activity against an important human
pathogen.
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ADEP antibiotics belong to a new class of antibiotic acyldepsi-
peptides that exert prominent antibacterial activity against Gram-
positive bacteria including MRSA in vitro and in vivo
[101]. ADEP1, a natural product of Streptomyces hawaiiensis
NRRL 15010, was first described in the 1980s [102]. Later, several
new synthetic derivatives of ADEP1 with improved chemical and
metabolic stability were obtained when researchers established a
route for total ADEP synthesis and initiated a chemistry program.
One of these derivatives, ADEP4, showed impressive MICs in the
sub-μg/ml range against MRSA. ADEPs demonstrate an unprece-
dented mode of action by targeting ClpP, the proteolytic core unit
of the bacterial Clp protease complex (Fig. 4) [101, 103–106]. Clp
proteases are important for protein turnover and homeostasis in



bacteria to maintain vital cellular functions particularly under stress
conditions. Apart from their crucial role in general protein quality
control by degrading abnormally folded or otherwise aberrant or
malfunctioning proteins, their temporally and spatially precise pro-
teolysis of key regulatory proteins additionally directs developmen-
tal processes like cell motility, genetic competence, cell
differentiation, sporulation, as well as important aspects of viru-
lence. Due to their apparent relevance for many physiological pro-
cesses and their conservation among diverse bacterial species
including human pathogens, the bacterial Clp protease emerged
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Fig. 4 ADEPs deregulate the proteolytic activity of ClpP. (A) Model on the ADEP mechanism of action.
ADEPs (green) perturb the activity of ClpP in a multilayered fashion: ADEPs induce the oligomerization of
ClpP monomers (blue) into the tetradecameric complex. ADEPs and Clp-ATPases (gray) share the same
binding sites on ClpP. By binding to ClpP, ADEPs abrogate the interaction of ClpP with corresponding
Clp-ATPase, which leads to the inhibition of the natural functions of Clp in protein turnover (i). ADEPs bind
to the outer rim of the apical and distal surfaces of ClpP in a 1:1 stoichiometry. Upon binding, ADEP induces a
conformational shift in the N-terminal region of ClpP that results in the enlargement of the entrance pore to the
proteolytic chamber of ClpP. Now, also non-native protein substrates gain access to the proteolytic chamber of
ClpP, releasing the degradative capacity of ClpP from strict regulation by Clp-ATPases, which leads to an
untimely degradation of specific proteins or nascent polypeptides at the ribosome (ii). (B) ADEP treatment of
S. aureus leads to cell division inhibition and finally bacterial death. Fluorescence images show the bacterial
membrane (red) and the divisome protein PBP2 (green). PBP2 usually localizes at mid cell of dividing bacteria
(upper panel, arrow). Upon ADEP treatment, PBP2 delocalizes from the division site (lower panel), which is
representative for the delocalization of several important cell division proteins under these conditions. This
delocalization is a result of the degradation of the essential FtsZ protein by ADEP-activated ClpP. Scale bar, 2.5
μm. (Figure reprinted from Ref. [20])



as a new target for antibiotic intervention and virulence inhibition
[107, 108]. Usually, ClpP is tightly regulated by Clp-ATPases and
is unable to degrade proteins on its own. Biochemical studies
demonstrated that ADEPs induce ClpP oligomerization and acti-
vate ClpP to degrade unfolded polypeptides as well as flexible
proteins independently [103]. In addition, ADEPs abrogate the
interaction of ClpP with cooperating Clp-ATPases thereby prevent-
ing all natural functions of ClpP in general and regulatory proteol-
ysis. Crystal structures and EM images of ClpP in its free form and
in complex with ADEPs provided a rational for these biochemical
observations. ADEPs compete with the Clp-ATPases for the same
binding site and finally trigger a closed- to open-gate structural
transition of the ClpP N-terminal segments that opens the sub-
strate entrance pore of ClpP, which is otherwise tightly closed
[104, 109]. In the cellular context, interestingly, high-resolution
microscopy revealed a significant swelling of coccoid S. aureus and
S. pneumoniae cells as well as an impressive filamentation of
rod-shaped B. subtilis cells in the presence of low inhibitory
ADEP concentrations, clearly indicating stalled bacterial cell divi-
sion [110]. Following the localization of fluorescently labelled cell
division proteins by fluorescence microscopy revealed a mislocaliza-
tion of essential members of the divisome including FtsZ [110–
113]. Immunodetection of FtsZ in ADEP-treated cells showed a
significant reduction of the concentration of FtsZ protein in a time-
dependent manner, and indeed, ADEP-activated ClpP rapidly
degraded purified FtsZ protein in vitro [110, 114]. Thus, ADEPs
prevent bacterial cell division by a different, yet unprecedented
mechanism that is by activating a bacterial enzyme rather than
inhibition of an enzymatic reaction, which destines the bacteria to
death in a suicidal manner. Noteworthy, ADEPs were also shown to
kill mycobacteria by inhibiting the natural functions of the Clp
system instead of over-activating ClpP [115], thereby revealing
that ADEPs employ different killing mechanisms depending on
the target microorganism.
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Antibiotics play an important role in our everyday life, since
they are essential weapons in our fight against bacterial infections
and additionally provide powerful tools, for example, in the food
industry or in microbiology research. The examples in this chapter
show how inventive nature is in establishing new antibiotic
mechanisms of action and that there may be still more, yet
unknown ways to interfere with the bacterial lifestyle. By studying
such modes of action along with the coevolving resistance mechan-
isms, we will gain deeper insights into the bacterial way of life,
which is an essential step toward the goal of developing new stra-
tegies to treat life-threatening bacterial infections while minimizing
their impact on human health.
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26 Peter Sass

Oesterhelt H, Song HK (2010) Structures of
ClpP in complex with a novel class of antibio-
tics reveal its activation mechanism. Nat
Struct Mol Biol 17(4):471–478

105. Gersch M, Famulla K, Dahmen M, Gobl C,
Malik I, Richter K, Korotkov VS, Sass P,
Rubsamen-Schaeff H, Madl T, Brotz-
Oesterhelt H, Sieber SA (2015) AAA+ cha-
perones and acyldepsipeptides activate the
ClpP protease via conformational control.
Nat Commun 6:6320

106. Pan S, Malik IT, Thomy D, Henrichfreise B,
Sass P (2019) The functional ClpXP protease
of Chlamydia trachomatis requires distinct
clpP genes from separate genetic loci. Sci
Rep 9(1):14129
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Chapter 2

A Whole-Cell Assay for Detection of Antibacterial Activity
in Actinomycete Culture Supernatants

Anika Rütten, Wolfgang Wohlleben, Lena Mitousis,
and Ewa Maria Musiol-Kroll

Abstract

Whole-cell antibacterial assays are particularly suitable for fast detection and semi-quantification of bioac-
tivities in extracts or other solutions such as microbial culture supernatants. As Actinomycetales, including
the members of the genus Streptomyces, are one of the most potent “suppliers” of antibiotics and other
bioactive compounds, there is a strong interest in the development of useful assays enabling early identifi-
cation of such valuable producers. Furthermore, such assays facilitate the screening of a large collection of
clones for the detection of engineered “super-producers” that are essential for industrial manufacturing of
the respective product.
In this protocol, we describe a whole-cell assay for a fast detection of antimicrobial agents in culture

supernatants. As model, Streptomyces fradiae DSM 41546, the producer of the antibiotic tylosin, and the
test strain Bacillus subtilis ATCC 6051 are used. Culture supernatants of S. fradiae DSM 41546 and
controls are diluted, and their antibiotic activity is tested against B. subtilis ATCC 6051. For the dilutions of
tylosin-containing culture supernatant, a clear concentration-dependent growth inhibition effect on
B. subtilis ATCC 6051 is demonstrated. In contrast, dilutions of the culture supernatant lacking tylosin
do not inhibit the growth of B. subtilis. Moreover, including defined concentrations of tylosin facilitates the
semi-quantification of tylosin in the culture supernatants.
Our results confirm the applicability of the assay in fast screenings for antimicrobial products in culture

supernatants. The protocol can be used as positive control within screening campaigns in the drug discovery
field.

Key words Antimicrobial whole-cell assay, Screening, Actinomycetes, Antibiotics, Growth inhibition,
Bacillus subtilis

1 Introduction

Actinomycetes are prolific producers of bioactive compounds, in
particular antibiotics [1–3]. As the number of multidrug-resistant
bacterial pathogens is constantly increasing [4], actinomycetes
became even more important in screenings for new antimicrobial
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agents. Once a promising drug candidate showing the desired
properties was identified, the production must be improved for
compound purification, further testing, and finally, manufacturing.
In both cases, classical screening approaches including cultivation
of the producer strains in different media, extraction of the pro-
ducts, disc diffusion assays, and/or HPLC/MS analysis can be
applied to examine the quality and quantity of the products in the
sample. Although the combination of these methods provides us
with additional data (e.g., details about the composition of the
sample), this procedure is laborious and time-consuming. Whole-
cell assays are therefore of great importance as they serve as useful
and fast pre-screening methods for the identification of bioactive
compounds that were derived from newly found producers as well
as for screening of engineered strains, in which the production of
the respective agent might be improved. In most of the described
examples [5–8], the material (e.g., environmental samples, micro-
bial liquid culture) is subjected to extraction with a solvent and the
obtained extracts are applied in the screening. On the one hand,
this strategy leads to the enrichment of the bioactive compounds
whenever the extracts are concentrated by using evaporation sys-
tems (e.g., rotary evaporator), and on the other hand, the bioactiv-
ity might be lost when wrong solvents are used for the extraction.
Here, we present a simple whole-cell assay that enables the testing
of antibiotic activity in actinomycete culture directly from the
supernatants, without the need of prior extraction of the antimi-
crobial compound(s).
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To demonstrate the applicability of this assay, the tylosin pro-
ducer Streptomyces fradiae DSM 41546 and the test strain Bacillus
subtilis ATCC 6051 are used as model. Tylosin is a 16-membered
macrolide. The antibiotic targets the 50S ribosomal subunit and
inhibits protein biosynthesis [9–11]. Tylosin and its derivatives are
primary active against Gram-positive bacteria [12, 13] and myco-
plasma [14]. Thus, the compound is applied in veterinary medicine
to treat infections caused by these pathogens.

For the verification of the whole-cell assay, S. fradiae DSM
41546 is cultivated in tylosin production medium, and the
obtained culture supernatants are diluted 1:5, 1:10, 1:50, 1:100,
1:500, 1:1000, and 1:5000. The dilutions of the culture super-
natants and defined concentration of tylosin (reference (positive
control), 1000 μg/mL, 500 μg/mL, 100 μg/mL, 50 μg/mL,
10 μg/mL, 5 μg/mL, 1 μg/mL) as well as the tylosin production
medium (negative control) are then added to a B. subtilis ATCC
6051 suspension (OD600~0.6) that was prepared in a microtiter
plate for testing of the antibacterial activity (Fig. 1). To monitor the
growth in presence of the added solution, the absorbance is
measured using a microplate reader (Table 1).
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Fig. 1 Scheme for pipetting the whole-cell assay

A concentration-dependent inhibition of the growth of
B. subtilis ATCC 6051 is detected for the culture supernatants
containing tylosin and the tylosin reference (Fig. 2). In contrast,
no inhibitory effects are observed for the negative controls (pro-
duction medium and/or water). Furthermore, the serial dilution
(1:5, 1:10, 1:50, 1:100, 1:500, 1:1000, 1:5000) of a culture super-
natant obtained from a S. fradiaeDSM 41546 cultivation, in which
no or only traces of tylosin are present, is analyzed in the whole-cell
assay. In those samples, the growth of B. subtilis ATCC 6051 is not
affected. The moderate inhibitory effect in the well containing the
1:5 dilution (Fig. 2) might be caused by traces of tylosin or other
less-active antimicrobial compounds present in the culture super-
natant. The results should be validated in three independent experi-
ments (three biological replicates). To confirm that the
concentration-dependent inhibition in the culture supernatant
containing tylosin is indeed triggered by this compound, the sam-
ples, including the tylosin reference, are analyzed by HPLC. The
HPLC data confirm the presence of tylosin in those samples
(Table 2). Furthermore, the concentration of the antibiotic corre-
lates with the inhibitory effect on the growth of B. subtilis in the
whole-cell assay (the higher the tylosin concentration, the stronger
the growth inhibition). Taken together, these results demonstrate
that the herein described whole-cell assay is a useful tool for the
detection of antimicrobial activity in actinomycete cultures.
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Table 1
The method and parameters used here for the measurement of the whole-cell assay employing a
microplate reader (Tecan Infinite® M200 PRO)

Plate Greiner 48 flat bottom transparent polystyrene
Cat. No.: 677180/677102

Wait (plate) On Target temperature: 37 �C

Wait (plate temperature) Valid range: 36.5–37.5 �C

List of actions in this measurement script:

Kinetic

Shaking (orbital) duration 10 s

Shaking (orbital) amplitude 3 mm

Absorbance

Incubation time 00:28:00 (hh:mm:ss) includes two shaking and zero waiting times

Shaking 500 s
Amplitude: 3 mm
Mode: Orbital

Shaking 500 s
Amplitude: 3 mm
Mode: Orbital

Remaining wait time

Incubation time 00:28:00 (hh:mm:ss) includes two shaking and zero waiting times

Shaking 500 s
Amplitude: 1 mm
Mode: Linear

Shaking 500 s
Amplitude: 3 mm
Mode: Orbital

Remaining wait time

Label: label1

Kinetic measurement

Kinetic duration 6–23 h (see Note 9)

Interval time 01:00:00

Mode Absorbance

Wavelength 600 nm

Bandwidth 600 nm

Number of flashes 9 nm

Settle time 25

Settle time 100 ms
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Fig. 2 Examples for the whole-cell assay. B. subtilis growth curves for the 1:10 dilution (a), 1:50 dilution (b), 1:
100 dilution (c), 1:500 dilution (d), 1:1000 dilution (e), 1:5000 dilution (f). Water and tylosin production
medium were used as negative controls; tylosin (reference compound) was used as positive control;
S. fradiae_1: culture supernatant containing tylosin; S. fradiae_2: culture supernatant containing traces or
no tylosin (see Note 10)

Table 2
Determination of the tylosin concentration in the reference and culture supernatant samples

Tylosin concentration

Reference
(Tylosin) (μg/mL)

Culture supernatant 1
(S. fradiae_1) (μg/mL)

Culture supernatant 2
(S. fradiae_2) (μg/mL)

1:5 1000 80 0.06

1:10 500 40 0.03

1:50 100 8 0.006

1:100 50 4 0.003

1:500 10 0.8 0.0006

1:1000 5 0.4 0.0003

1:5000 1 0.08 0.00006
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2 Materials

2.1 Equipment 1. Autoclave.

2. Gloves (nitrile gloves, 24 cm).

3. Laboratory bottles (volume: 500 mL, 1000 mL).

4. Sterile Erlenmeyer flasks (volume of 500 mL, without baffles)
for the cultivation of B. subtilis ATCC 6051.

5. Sterile Erlenmeyer baffled flasks (volume of 250 mL, with one
baffle and a metal spiral (see Note 1)) for the cultivation of
S. fradiae DSM 41546.

6. Pipettes (single-channel pipettes, volume 20 μL, 1000 μL;
eight-channel pipette, volume 20–300 μL).

7. Sterile tips (volume: 10 μL, 200 μL, and 1000 μL).
8. Sterile glass pipettes (volume: 2 mL, 5 mL, 10 mL, and

20 mL).

9. Pipette controller.

10. Class II laminar flow hood.

11. Temperature-controlled shaking incubators.

12. Centrifuge for 1.5 mL and 2.0 mL reaction tubes.

13. Centrifuge for 15 mL and 50 mL centrifuge tubes.

14. Microbiological incubators (29 �C and 37 �C).

15. Reaction tubes (polypropylene, volume 1.5 mL).

16. Sterile petri dishes (92 16 mm with ventilation cams).

17. Sterile polypropylene centrifuge tubes (volume: 15 mL and
50 mL).

18. Suspension culture multi-well plates (48-well PS clear,
with lid).

19. Cuvettes (polystyrene, 10 4 45 mm).

20. Ultrospec™ 10-cell density meter (Amersham Biosciences
Europe GmbH).

21. Microplate reader (Tecan Infinite® M200 PRO).

22. Microplate reader software (Tecan i-control™ 1.11).

23. Computer or other electronic devices with Microsoft® Excel.

24. Optional: Agilent Technologies HPLC-LC/MSD Ultra Trap
System XCT 6330 instrument and the respective software
(Agilent Online LC Monitoring Software; Agilent ChemSta-
tion Instrument 1 (offline) software).
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2.2 Media, Solvents,

Culture Supernatants,

and Reference

Compound

All solutions should be prepared in ultrapure or distilled water
(dH2O).

1. Sterile distilled water (dH2O).

2. Glycerol solution (50% glycerol in H2O).

3. Methanol 99%.

4. Lysogeny broth (LB): 20 g LB powder (ready-to-use) dis-
solved in 1 L dH2O.

5. LB agar: 20 g LB powder (ready-to-use) and 16 g agar dis-
solved in 1 L dH2O.

6. Tryptic Soy Broth (TSB) medium: 30 g BDTM TSB powder
(ready-to-use) dissolved in 1L dH2O.

7. TSB agar: 30 g BDTM TSB powder (ready-to-use) and 16 g
agar dissolved in 1L dH2O.

8. Tylosin production (TP) medium: 16.5 g wheat meal, 10.6 g
fish meal, 9.6 g corn gluten, 1.1 g potassium chloride (KCl),
0.55 g betaine, and 0.44 g diammonium phosphate (NH4)
2HPO4 dissolve in 900 mL dH2O and adjust the pH to
7.0–7.2. After the pH adjustment, add 45 mL soybean oil,
2.2 g calcium carbonate (CaCO3), 1 mL of 0.44% NiSO4 ∙
6H2O, and 1 mL of 0.33% CoCl2 ∙ 6H2O. Adjust the volume
to 1 L dH2O.

9. Culture supernatants (in this protocol, the culture supernatants
were obtained from the cultivation of S. fradiaeDSM 41546 in
tylosin production medium (Subheading 3.2)).

10. Tylosin (reference antimicrobial compound).

2.3 Strains 1. Actinomycete: Streptomyces fradiae DSM 41546.

2. Test strain: Bacillus subtilis (Ehrenberg) Cohn ATCC 6051.

3 Methods

3.1 Cultivation and

Storage of B. subtilis

ATCC 6051

1. Sterilize a 500 mL Erlenmeyer flask and 500 mL LB medium.

2. Transfer 100 mL LB medium into the sterile flask and add
1 mL of a glycerol stock of the test strain (in this protocol,
B. subtilis ATCC 6051 was used) or some cell material
scratched from a previously prepared plate (LB agar plate with
the strain grown overnight at 37 �C) to the medium.

3. Incubate the culture at 37 �C in a shaking incubator (180 rpm,
overnight 16–24 h).

4. Take a sample of the overnight culture and use it for the whole-
cell assay (Subheading 3.3, steps 1 and 7).
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5. For long-time storage, take 5 mL of the overnight culture and
mix it with 5 mL of 50% glycerol (final concentration of the
glycerol: 25%). Store the glycerol stock at �20 �C or �80 �C
(see Note 2).

3.2 Cultivation of

Streptomyces fradiae

DSM 41546 (Tylosin

Production Assay)

1. Prepare a glycerol stock of an actinomycete (in this protocol,
the S. fradiae DSM 41546 was used as model). Alternatively
streak the strain on agar plate containing the suitable medium
(e.g., S. fradiae DSM 41546 was cultivated on TSB agar at
29 �C).

2. Prepare and sterilize the required number of flasks (e.g.,
250 mL Erlenmeyer flasks with one baffle and a metal spiral)
and the required amount of medium for the pre-culture (e.g.,
production of biomass in TSB medium) and the planned pro-
duction assay (e.g., tylosin production medium).

3. Inoculate the actinomycete in a suitable medium to produce
biomass (pre-culture). In this protocol, S. fradiae DSM 41546
was used (e.g., 5 mL of a glycerol stock or a piece (approx.
1 cm2) of the TSB agar with actinomycete mycelium was
transferred into a flask with 45 mL TSB medium in a 250 mL
Erlenmeyer flask with one baffle and a metal spiral).

4. Incubate the actinomycete culture at suitable conditions (e.g.,
S. fradiae DSM 41546: 29 �C, 180 rpm, 3–4 days).

5. Use 5 mL of the actinomycete pre-culture and add it to 45 mL
of production medium (for S. fradiae DSM 41546, tylosin
production medium was applied) in a sterile 250 mL Erlen-
meyer flask with one baffle and a metal spiral. Run the produc-
tion culture for 7–10 days (for S. fradiae DSM 41546, the
culture was incubated for 10 days) in a shaking incubator
(29 �C, 180 rpm) (see Note 3).

6. Take a sample (10 mL) of the production culture and transfer it
into a 15 mL tube. Centrifuge the sample (20 �C, 6441 � g,
10 min). Transfer the supernatant (see Note 4) into fresh
15 mL tube. Discard the pellet (see Note 5). Store the sample
at �20 �C or use a portion of the culture supernatant directly
for the whole-cell assay (Subheading 3.3) and/or HPLC anal-
ysis (Subheading 3.4).

3.3 Whole-Cell Assay

for Detection of

Antibacterial Activity

1. Prepare the test strain culture: Inoculate the test strain (in this
protocol, B. subtilis (Ehrenberg) Cohn ATCC 6051 was used)
in LB medium, and cultivate the culture at 37 �C for 16–24 h
(Subheading 3.1). The overnight culture is used in step 7
(Subheading 3.3).

2. Prepare the solvent for serial dilution: Prepare and autoclave
500–1000 mL production medium (in this protocol, the tylo-
sin production medium was used). Centrifuge 40 mL of the
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sterile medium in a 50 mL tube (20 �C, 6441� g, 10 min), and
transfer the supernatant into a fresh 50 mL tube (see Note 6).
This solution is used for the serial dilution of the negative
control (production medium), the positive control (reference
compound, tylosin), and the culture supernatants of S. fradiae
DSM 41546.

3. Prepare water for use as the negative control: Autoclave dis-
tilled water (e.g., 500 mL).

4. Prepare the production medium (negative control): Consider
the potential antimicrobial activity of solvents (e.g., methanol)
that are used to prepare a solution of the reference compound
(see Note 7). Normalize the content of methanol (25%) in all
tested samples.

5. Prepare the reference compound (tylosin, positive control):
Prepare a stock solution of 5 mg/mL tylosin (reference com-
pound). Then, use a mixture of 25% methanol (methanol in
water or production medium) as solvent. Pipette a serial dilu-
tion of the reference compound (5 mg/mL tylosin resolved in
a mixture of tylosin production medium and methanol (25%)).
Use the supernatant of the production medium obtained in
step 2 (Subheading 3.3) as solvent for the following serial
dilution: 1:5 dilution (1000 μg/mL tylosin; example: add
1 volume tylosin (5 mg/mL) to 4 volumes solvent), 1:10
dilution (500 μg/mL tylosin), 1:50 dilution (100 μg/mL
tylosin), 1:100 dilution (50 μg/mL tylosin), 1:500 dilution
(10 μg/mL tylosin), 1:1000 (5 μg/mL tylosin), 1:5000
(1 μg/mL tylosin).

6. Prepare the actinomycete culture supernatant: Use a portion
(e.g., 1 mL) of the actinomycete culture supernatant that was
obtained from production assays (in this protocol, the culture
supernatants of S. fradiae DSM 415465 were applied) (Sub-
heading 3.2). Mix three volumes (e.g., 750 μL) of the culture
supernatant with one volume of methanol (e.g., 250 μL) to
normalize the content of methanol (25%) in the culture super-
natant (see Note 8). Use this solution for the preparation of a
serial dilution (1:5, 1:10, 1:50, 1:100, 1:500, 1:1000, 1:5000)
of the culture supernatant. Use the tylosin production medium
without methanol as solvent (supernatant of the tylosin pro-
duction medium obtained in step 2 (Subheading 3.3)).

7. Prepare the test strain suspension: Dilute the overnight culture
(step 1, Subheading 3.3) of the test strain with sterile LB
medium to obtain a suspension with an optical density of 0.6
(OD600 ¼ 0.6 measured with the Ultrospec™ 10-cell density
meter). Pipette 300 μL of this test strain suspension into each
well of the 48-well plate, except the blank (e.g., LB medium).
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8. Prepare a scheme for pipetting the whole-cell assay (an example
was presented in Fig. 1). Transfer 300 μL of the test strain
suspension to the respective wells as suggested in step 7 (Sub-
heading 3.3). Add 100 μL of the dilutions from steps 3–6
(negative controls, positive control, or culture supernatant).

9. Measure the absorbance using a microplate reader: Prepare a
microplate reader, and design a method (e.g., Table 1) using
the respective software for measurement of the absorbance in
samples that were mixed in the 48-well plate (step 8,
Subheading 3.3).

3.4 Data Evaluation

Using an Example of a

Whole-Cell Assay

Collect and save the data from the measurements. Use Microsoft®

Excel or another suitable software for the evaluation of the data.
Plot the absorbance versus time and draw the curves for each
sample (e.g., as presented in Fig. 2).

3.5 Optional: HPLC

Analysis of the Culture

Supernatants of S.

fradiae DSM 41546

(Tylosin Analytic)

1. Centrifuge 1.5 mL sample for the whole-cell assay (e.g., culture
supernatants of the tylosin production assays (Subheading
3.2)) in a 2 mLmicrocentrifuge tube (22 �C, 9391 g, 5 min).

2. In addition, resolve 1 mg of the reference compound (e.g.,
tylosin) in 1 mL tylosin production medium, and centrifuge
the sample as suggested in step 1 (Subheading 3.5).

3. Transfer 0.5–1 mL of the sample supernatant (steps 1 and 2,
Subheading 3.5) into a HPLC glass vial.

4. Prepare the HPLC system, the Phenomenex Luna C18 column
(150mm� 3mm ID, 5 μm) (stationary phase), and the buffers
(mobile phase) for the HPLC analysis.

5. Program the HPLC system for the analysis (the method
described below was applied for tylosin analytic): Separation
of the analyte by gradient elution; gradient elution: 30% aceto-
nitrile to 36.5% acetonitrile in 10 min, t12 ¼ t15 ¼ 100% B,
post-time: 8 min; flow rate: 0.5 mL/min; injection volume:
5 μL; using 0.1% trifluoroacetic acid in acetonitrile as mobile
phase; UV detection at 280 nm.

6. Place the samples into the sampler and run the HPLC system.

7. Collect and save the data. Use the software “Agilent ChemSta-
tion (offline)” and evaluate the tylosin amount based on the
characteristic retention time (for tylosin: absorption maxima
λ ¼ 280 nm) and the peak area (mAU) of the included refer-
ence sample (1 mg/mL).
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4 Notes

1. Many actinomycetes form clumps of mycelium in liquid
medium. Use flasks containing a metal spiral to avoid the
clump formation and promote a more dispersed growth.

2. The purity of the glycerol stock and liquid culture can be tested
by taking a sample of 50 μL and plating the material onto LB
agar plates using the dilution streaking method. For B. subtilis,
incubate the plates for 16–24 h at 37 �C. Examine the purity by
visual assessment of the morphological characteristics of the
strain [15].

3. The purity of the glycerol stock and liquid culture can be tested
by taking a sample of 100 μL and plating the material onto TSB
agar plates using the dilution streaking method. For S. fradiae
DSM 41546, incubate the plates for 2–4 days at 29 �C. Exam-
ine the purity by visual assessment of the morphological char-
acteristics of the strain [16].

4. As the tylosin production medium (including other actinomy-
cete production media) contains oil, the supernatant might be
coated with an oil layer. Try to remove this layer and use the
phase between the layer and the pellet for the whole-cell assay
and/or the HPLC analysis.

5. The tylosin production medium (including many other actino-
mycete production media) contains insoluble components.
Thus, the pellet may contain two or more phases.

6. This step is optional for clear production media. For complex
media containing insoluble components, the centrifugation
facilitates the separation of those particles.

7. As in this protocol, the reference compound (5 mg tylosin) was
resolved in a mixture of production medium and methanol
(25%), and the content of methanol had to be normalized in
all samples. Therefore, a mixture of the production medium
andmethanol (25%) was used as initial solution for the negative
control. This solution was subjected to the serial dilution (1:5,
1:10, 1:50, 1:100, 1:500, 1:1000, 1:5000) in the negative
control (tylosin production medium).

8. This step is optional for assays in which the reference was
resolved in water or production medium without additional
solvents such as methanol. In this protocol, the actinomycete
culture supernatants were normalized (final concentration:
25% methanol) to make them comparable with the reference.

9. The time of the measurement depends on the mode of action
of the tested active compound and can be shortened (e.g., for
tylosin, the effects are visible already after approx. 6 h) to save
time and make the procedure more sustainable.



9.

38 Anika Rütten et al.

10. The negative controls (B. subtilis with water or production
medium) should show identical or very similar growth behav-
ior (no growth inhibition). In case, the production medium
contains compound(s) that influence the growth (e.g., inhibi-
tion of the growth), and the curves will not overlap. Consider
this effect when evaluating the data. The positive control (ref-
erence compound) should result in a partial/full inhibition of
the growth or killing of the cells (“bacteriostatic” or “bacteri-
cidal” effect). This depends on the used concentration and
mode of action of the compound.
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Chapter 3

Sampling of Human Microbiomes to Screen
for Antibiotic-Producing Commensals

Benjamin Torres Salazar, Anna Lange, Laura Camus,
and Simon Heilbronner

Abstract

Soil-derived microorganisms have been sampled intensively throughout the last decades in order to
discover bacterial strains that produce new antibiotics. The increasing emergence of multidrug-resistant
bacteria and the constant high demand for new antibiotic classes are leading to the sampling and investiga-
tion of new microbiomes that contain antimicrobial producers. Human-associated microbiomes are there-
fore gaining more and more attention. This chapter presents a detailed description of how human
microbiomes can be sampled and how microbiota members from skin and nasal samples can be isolated.
Different methods for antimicrobial compound screening are presented.

Key words Microbiome sampling, Nose, Skin, Isolation of bacterial strains, Antimicrobial com-
pound, ESKAPE pathogens, Staphylococcus

1 Introduction

Multidrug-resistant (MDR) bacterial pathogens such as
methicillin-resistant Staphylococcus aureus (MRSA), vancomycin-
resistant enterococci (VRE), or Gram-negative bacteria producing
“extended-spectrum β-lactamases (ESBL)” are a worldwide prob-
lem which will intensify in the coming decades. Infections caused
by MDRs are estimated to cause 1.3 million deaths per year [1]
with an estimated increase to 10 million deaths by 2050 [2]. The
increasing occurrence of MDR pathogens in combination with
draining pipelines for the development of novel antibiotic mole-
cules demands a change in bioprospecting strategies to identify
novel antimicrobial agents [2, 3].

Authors Benjamin Torres Salazar and Anna Lange have equally contributed to this chapter

Peter Sass (ed.), Antibiotics: Methods and Protocols,
Methods in Molecular Biology, vol. 2601, https://doi.org/10.1007/978-1-0716-2855-3_3,
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2023

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-2855-3_3&domain=pdf
https://doi.org/10.1007/978-1-0716-2855-3_3#DOI


40 Benjamin Torres Salazar et al.

One reason for the stagnating discovery of new compounds is
that the same environments are repetitively sampled (e.g., soil from
different geographic locations), entailing the redundant discovery
of known compounds [4]. Accordingly, a shift in screening
approaches is needed. Besides extreme environmental habitats
such as marine microbiomes from the Arctic sea [5, 6], human-
associated bacterial communities are increasingly recognized as a
potential source of novel antibacterial compounds [7, 8].

Humanmicrobiomes are a huge reservoir of microorganisms of
various species and genera with strikingly different anabolic and
catabolic abilities. Especially the human skin and nasal cavity repre-
sent highly competitive environments since nutrients and physical
space for expanding bacterial populations are limited. Antimicrobial
compounds are effective measures providing competitive fitness,
and species colonizing these body sites are reported to produce a
plethora of antimicrobial compounds [9, 10]. This has been
demonstrated in particular for staphylococcal species that typically
colonize the human skin and nose [9]. Commonly produced bac-
teriocins such as epidermin show antibiotic activity against MRSA
and VRE [11], aureocin is active against MRSA [12], and even
entirely new antibiotic molecules were identified that are produced
via nonribosomal peptide synthetases (NRPS) and possess activity
against various Gram-positive bacteria [13].

Of note, gene clusters responsible for antibiotic biosynthesis
within human microbiomes are frequently associated with mobile
genetic elements and do frequently represent strain- rather than
species-specific traits [14]. This finding, together with the fact that
attempts to isolate antibiotic producers for human microbiomes
have been limited, strongly suggests that further sampling of
human microbiomes has the potential to uncover further novel
compounds.

The human body offers a multitude of different niches that are
characterized by distinct environmental conditions and are, there-
fore, inhabited by microbiomes of varying compositions. For exam-
ple, the skin and the nasal cavity represent nutrient-poor
environments as opposed to nutrient-rich environments such as
the gut or the mouth. Hence, it is likely that in each specific body
site the colonizing bacteria will produce specialized antimicrobial
molecules with different ranges of activity. Accordingly, there is
plentiful opportunity for research to screen human-associated
microbes for the production of novel antibacterial molecules.

Several humanmicrobiomes can be conveniently sampled using
noninvasive swabbing of the appropriate body parts. This chapter
provides a guide to the general procedures associated with the
sampling of host-associated microbiomes with a special focus on
the skin and nasal microbiomes. We will provide insights into the
ethical and legal requirements and describe the sampling processes.
Further, we will describe how bacterial strains are isolated and



screened for antimicrobial activity. Finally, we will also discuss the
initial steps of characterization of compound producers allowing a
rapid assessment of the novelty of the produced compound.
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2 Materials

2.1 Consumables 1. Reaction tubes 1.5/2.0 mL.

2. Cryotubes 2 mL.

3. Culture tubes 5 mL.

4. 90 mm polystyrene petri dishes.

5. Glass petri dish.

6. Syringe (2 mL).

7. Inoculation loops.

8. Sterile filter (0.22 μm).

9. 24 well plates (flat bottom).

10. Plate sealing film.

11. Cotton swabs.

12. eSwab containing 1 mL Amies medium (Copan).

13. AnaeroGen (Thermo Scientific).

14. CO2Gen (Thermo Scientific).

15. Cork borer (e.g., ø 5 mm).

2.2 Chemicals and

Buffers

1. 80% ethanol.

2. 30% hydrogen peroxide stock (H2O2).

3. 20 mM 2,20-bipyridine stock (iron chelator).

4. 1 � phosphate-buffered saline (PBS): 8.0 g/L NaCl, 0.2 g/L
KCl, 1.15 g/L Na2HPO4, 0.2 g/L KH2PO4, pH 7.3,
autoclaved.

5. 80% glycerol, autoclaved.

6. Chloroform.

7. Mass spectrometry (MS) matrix solution.

8. 70% formic acid.

9. Y-PER lysis buffer (Thermo Scientific).

10. Taq polymerase.

2.3 Media and Agar 1. Brain Heart Infusion medium (BHI).

2. Tryptic Soy Broth (TSB).

3. Basic medium (BM): 5 g yeast extract, 10 g soy peptone, 5 g
NaCl, 1 g glucose, 1 g K2HPO4 � 3 H2O. Add dH2O to a
volume of 1 L and autoclave. Adjust to pH 7.2, if necessary,
using 1 M NaOH.
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4. Nutrient agar: For BM, TSB, or BHI agar, add 1.5% (w/v)
(15 g/L) agar and a magnetic stir bar prior autoclaving. Alter-
natively, equal volumes of 50 �C 2� nutrient media and 50 �C
2� agar can be mixed to generate 1� agar. Cool down agar to
~50 �C while stirring and pour approx. 20 mL into 90 mm
sterile petri dishes.

5. Blood agar: For blood agar, add sheep blood to a final concen-
tration of 5% (v/v) to cooled (40–50 �C), autoclaved BM or
TSB agar.

6. Soft agar: For BM, TSB, or BHI soft agar, add 0.3% (w/v)
(3 g/L) agar and a magnetic stir bar prior autoclaving. Alterna-
tively, equal volumes of 50 �C 2� nutrient media and 50 �C
0.6% agar can be mixed to generate 1� soft agar. Before
inoculating, let the soft agar cool down to 40–45 �C while
stirring.

7. Columbia agar with 5% sheep blood (COL).

8. Schaedler agar with 5% sheep blood (SSB).

9. Chocolate agar with 10% sheep blood (CHO).

10. Schaedler agar with 5% horse blood and kanamycin/vancomy-
cin (SHB).

2.4 Instruments and

Equipment

1. Incubators (30–37 �C, 0–10% CO2).

2. Shaker(s) (30–37 �C).

3. MALDI Biotyper (Bruker).

4. Vortex.

5. Bunsen burner (and a lighter, if needed).

6. Benchtop centrifuge with rotor for 1.5/2.0 mL reaction tubes.

7. Spectrophotometer.

8. Magnetic stirrer and magnetic stir bar.

9. Autoclave.

10. PCR thermocycler.

11. Replica stamp (self-made or commercial).

12. MS plate.

2.5 Test Bacteria ESKAPE bacteria: Enterococcus faecium, Staphylococcus aureus,
Klebsiella pneumoniae,Acinetobacter baumannii, Pseudomonas aer-
uginosa, and Enterobacter spp. (see Note 1).

2.6 Ethical

Considerations

Research involving human subjects is in general subject to ethical
evaluation, and the study and procedures need to be approved by
the responsible legal authority.

In general, “Informed Written Consent” is necessary when
research involves healthy human volunteers and if biological



samples and/or personal data are collected. The informed consent
contains the information about the research topic and the proposed
treatment or sampling; it includes the discussion of possible risks
and benefits of the treatment or sampling; it assesses that the
patient or volunteers has understood all information [15, 16].
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However, the sampling strategy described herein is noninvasive
and harbors minimal risks for the participating volunteers.

3 Methods

In general, work under sterile conditions and use a clean bench with
lamina flow. It is important to carry out any work associated with
human samples in laboratories of biosafety levels S2 since the
isolated bacterial species (e.g., Staphylococcus aureus) might be
subject to S2 safety regulation. If hazardous chemicals are used,
they should be handled under a fume hood, and gloves, safety
goggles, and a lab coat should be used when necessary.

This section will provide a detailed guide on how nasal and skin
samples can be obtained and residing bacteria can be isolated. An
overview on the workflow is given in Fig. 1. After bacterial isolation
different screening procedures for antimicrobial compounds are
described. An antimicrobial producer can then be identified via
MALDI-TOF MS and/or 16s rDNA analysis.

3.1 Collection of

Microbiome Samples

from the Nasal Cavities

and Skin

1. Use eSwabs and the provided Amies medium which allows
cultivation of anaerobic, aerobic, and fastidious bacteria.
Unpack each directly before use.

(a) For nasal samples: Place the head of the swab into nasal
vestibule. Do not place it into the middle or the rear parts
of the nose. Rotate swab with light pressure six times
along the nasal vestibule (the swab should be slightly
bended) [17]. Repeat procedure in the second nostril
(use one swab for both nostrils).

(b) For skin samples: Guide the swab carefully along the skin
with slight pressure and swipe two to three times back and
forth (see Note 2).

2. Place the swab into the swab tube containing the Amies
medium and break it at the colored breakpoint mark.

3. Close tube tightly and mix thoroughly by vortexing.

3.2 Isolation of

Potential Antimicrobial

Producers (PAPs)

After the collection step the specimen should be processed as soon
as possible. If inevitable, specimen can be stored at 4–8 �C for up to
24 h.

1. Transfer 500 μL of the bacterial suspension from the swab tube
into a cryotube andmix with 500 μL 80% glycerol for storage at



�80 �C. If any problem occurs during strain isolation, this
stored sample can be used for recultivation of the
microbiome-derived bacteria. Shock freezing, e.g., in liquid
nitrogen, is not needed.
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Fig. 1 Methodical approach for screening of potential antimicrobial producers isolated from human micro-
biomes. Sampling from nasal or skin microbiomes is followed by isolation and storage of the resident potential
antimicrobial producer strains. Potential antimicrobial activity can be investigated by the use of agar-based,
soft agar-based, or liquid-based screening techniques. If a bacterial strain produces antimicrobial compounds,
the strain can be identified by MALDI-TOF MS and/or analysis of the 16s rDNA gene

2. Use the remaining bacterial suspension to isolate PAPs by
plating the suspension onto different types of nutrient agar
(see Note 3).

3. Prepare 1:10 serial dilutions (to 10�4) of the initial sample
in PBS.

4. Plate 50 μL of 10�1 to 10�4 dilutions on different nutrient agar
plates (we normally recover single colonies that can be picked
conveniently on 10�2 and 10�3 dilutions) (seeNote 4). Prepare
a set of agar plates (COL, CHO, SSB SHB) for each dilution
and each growth condition (aerobic, CO2, anaerobic incuba-
tion) at 37 �C. Allow incubation of agar plates under aerobic
conditions and with 5–10% CO2 for 7 days. If available, use a
cell culture incubator or alternatively use an anaerobic jar with
CO2 generator sachets. For growth of anaerobic bacteria, incu-
bate plates under anaerobic conditions for at least 7 days. Pre-
pare an additional COL agar plate for each dilution and growth
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condition (aerobic, CO2, anaerobic incubation) to be incu-
bated at 30 �C.

5. After the incubation of the agar plates, document the different
colony morphotypes according to their color, size, texture,
mucoidy, and hemolytic activity (see Note 5). Choose at least
one or two colonies of each morphotype, and isolate them on a
fresh plate and incubate according to the defined cultivation
conditions. Assign all necessary information to each colony
(volunteer number, colony number, growth conditions, agar
and dilution, morphotype description).

3.3 Storage of PAPs 1. Cultivate the chosen strains in 5 mL liquid broth (e.g., BHI or
BHI containing 0.2–1% Tween 80 for cultivation of Coryne-
bacteria spp.) for 24 h to 72 h depending on the expected
species until sufficient turbidity of the culture can be observed
(see Note 6).

2. Mix 500 μL of bacterial suspension with 500 μL of 80% glyc-
erol in a cryotube.

3. Store bacterial stocks at 80 �C.

3.4 Agar-Based

Screening for

Antimicrobial Activity

Bacteria frequently release antimicrobial compounds into the envi-
ronment to inhibit close-by competitors. Production of antimicro-
bials can be detected conveniently using agar-based assays. The
potential antimicrobial producer is spotted on agar containing
either (a) lawns of test strains that were streaked onto the agar or
(b) bacteria that were inoculated into the agar. After incubation, a
zone of inhibition appears in case of antibiotic compound produc-
tion (Fig. 2).

1. Prepare suitable nutrient agar for bacteria cultivation. We rec-
ommend using the same agar that allowed the isolation of the
PAP of interest. The ESKAPE test strains are in general unde-
manding and will grow on all media suggested herein. If other

Fig. 2 Inhibitory activity of different PAPs against S. aureus USA300 on TSA agar. Yellow colonies¼ S. aureus
strains; white colonies S. epidermidis strains
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test bacteria are used, it needs to be confirmed that the strains
can grow under the used conditions (see Note 7).

2. Prepare agar plates with lawns of test bacteria for antibiotic
compound screening (see Note 8):

(a) Use an inoculation loop to pick test bacteria that were
freshly grown on nutrient agar plate (see Note 9).

(b) Resuspend test bacteria in 1� PBS and adjust the optical
density (OD600) to 0.01–0.5 (see Note 10).

(c) Use a sterile cotton swab to streak out the test bacteria
onto a fresh nutrient agar plate.

(d) Rotate the plate several times to homogenously cover the
agar with a bacterial lawn. The resulting plates can be
stored for 1–2 weeks at 4 �C.

3. Prepare agar plates with inoculated agar for antibiotic com-
pound screening:

(a) Use an inoculation loop to pick up test bacteria that were
freshly grown on nutrient agar (see Note 9).

(b) Resuspend test bacteria in nutrient medium by pipetting
and/or vortexing and inoculate a cooled nutrient agar
(~40–45 �C) to a final OD600 of 0.001 to 0.1 (see Note
10).

(c) Generate a homogenous bacteria-agar solution using a
sterile magnetic stirrer and pour petri dishes (20 mL of
agar). Solidified plates can be stored for 1–2 weeks at 4 �C.

4. Pick the isolated PAPs (see Note 9) resuspend them in 1� PBS
and adjust the OD600 to 1–10.

5. Spot 10 μL of bacterial suspension onto the agar plates contain-
ing the test bacteria as prepared according to either the above
instructions in (2) or (3). If many PAPs are to be tested simul-
taneously, generate a master plate first. Spot 10 μL of the
bacterial suspension on a nutrient agar plate in a certain pattern
(Fig. 3). After incubation, a replica stamp can be used to pick
up all bacteria from the master plate simultaneously and to
transfer them onto (different) agar plates containing the test
bacteria (see Note 11).

6. Invert the agar plates and incubate for 24–48 h at 30–37 �C (see
Note 7). Antibiotic compound production can be detected by
a zone of inhibition surrounding the PAP colony.

3.5 Soft Agar-Based

Screening for

Antimicrobial Activity

Occasionally, PAPs and the test bacteria do not grow on the same
nutrient agar, or the PAP is producing an antibiotic compound only
under special nutritional conditions that do not support the growth
of test strains. These problems can be circumvented by spotting the
PAPs onto a suitable nutrient agar plate and allowing them to grow



and produce antimicrobials. Soft agar containing the test bacteria is
then poured onto the agar plate containing the PAPs. After solidi-
fication of the soft agar and a further incubation step, inhibition
zones can be observed in the soft agar layer.
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Master plate

Replica stamp

Transfer of PAPs to different test plates

Test plates with patched PAPs PAPs producing antibiotic 
compounds (against test strain)

Incuba�on step

Fig. 3 Screening of potential antibiotic producers (PAPs). (a) PAPs are transferred to a nutrient agar plate in a
specific pattern to generate a master plate. (b) A replica stamp is used to transfer/patch PAPs from the master
plate to different nutrient agar plates, which are either inoculated with or contain lawns of test bacteria. (c)
Following an incubation step, zones of inhibition appear around the PAPs in case of antibiotic production

1. Cultivation of PAPs and preparation of nutrient agar plates are
analogous to 3.4.

2. If many PAPs are to be tested simultaneously, generate a master
plate as described in 3.4. Transfer PAPs onto (different) nutri-
ent agar plates using a replica stamp, and incubate the PAPs for
24–72 h at 30–37 �C (see Note 12).

3. Use an inoculation loop to pick test bacteria that were freshly
grown on nutrient agar (see Note 9), and resuspend them in
nutrient medium by pipetting and/or vortexing and inoculate
cooled soft agar (~40–45 �C) to a final OD600 of 0.001 to 0.1
(see Note 10).

4. Stir to generate a homogenous bacteria-soft agar solution and
pour 5mL of the soft agar on top of producer strain-containing
agar plates.

5. Optional: Kill the PAPs before applying the soft agar (see Note
13). For this, pour chloroform (use an extra set of gloves and
safety goggles, as chloroform is toxic) into a container (e.g., the
lid of glass petri dish), invert the agar plate containing the
PAPs, place it on top of the container, and incubate the plate
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for 30–60 s under a laboratory hood. Invert the agar plate to
allow chloroform residues to evaporate (~1 min).

6. Let the soft agar solidify, invert the agar plates, and incubate for
24–48 h at 30–37 �C (see Note 7). Antibiotic compound
production can be detected by a zone of inhibition in the
soft agar.

3.6 Liquid-Based

Screening for

Antimicrobial

Activities

Co-cultivation of the isolated PAPs and the test bacterium on the
same nutrient agar may occasionally result in (blurry) zones of
inhibition that cannot unequivocally be attributed to antibiotic
compound production. For instance, the PAP may have a faster
metabolism/growth than the test strain, which can result in starva-
tion of the close-by test strain. Further, bacteria such as Streptococ-
cus pneumoniae can release H2O2 upon contact with S. aureus,
which induces prophage activation in S. aureus and therefore
subsequent phage-mediated rather than antimicrobial-mediated
killing [18, 19]. In these cases, antibiotic compound production
can be validated using supernatants of PAP cultures that were
grown in the absence of other bacterial species.

1. For antibiotic compound production, prepare a 24 well plate
with 1 mL nutrient medium in each well.

2. Inoculate each well with a PAP and seal the plate with an
adhesive sealing film that allows gas exchange.

3. Incubate the plate for 24–72 h at 30–37 �C with agitation (see
Note 14).

4. Transfer the 1 mL PAP cultures into 1.5 mL reaction tubes,
and centrifuge the cultures for 5 min at 8000� g in a benchtop
centrifuge.

5. Collect the supernatants of the PAP cultures and sterile filter
the supernatants using a 0.22 μm filter.

6. Use a sterile cork borer (e.g., ø 5 mm) to punch holes into the
agar plates containing the test strains (preparation described in
Subheading 3.4). When punching holes into various agar
plates, each with a different test bacterial species, sterilize the
cork borer by flaming (use 80% ethanol) in-between plates.

7. Fill the holes with up to 60 μL cell-free supernatant spent
media of the PAPs.

8. Let the supernatant diffuse into the agar and incubate for
24–48 h at 30–37 �C (see Note 7).

9. Antibiotic compound production can be detected by an inhibi-
tion zone surrounding the holes.
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3.7 Species

Identification of PAPs

by MALDI-TOF MS

Some human commensal species such as Staphylococcus lugdunensis
are known to produce core genome-encoded antibacterial com-
pounds [13]. To avoid re-identification of known compounds, it
is therefore advisable to identify antibiotic producers to the species
level prior to extensive further characterization. In clinical bacteri-
ology, matrix-assisted laser desorption/ionization-time-of-flight
mass spectrometry (MALDI-TOF MS) is frequently used for the
rapid identification of human-associated microbes. Researchers
with connections to Medical Microbiology Laboratories should
consider request access to this technique as it is high throughput,
cheap, quick, and perfectly suited for the identification of human-
associated bacteria. Alternatively, 16s rDNA analysis can be per-
formed for species identification (see Subheading 3.8).

1. Transfer a little bit of colony material with a pipette tip to a well
of the MS plate. Scratch the colony on the whole surface of the
well until a very light smear is visible. Remove any excess of
colony (less is more!).

2. Add 1 μL of 70% formic acid to each MS well and let it dry (this
will improve the lysis and thus the identification of some
species).

3. Add 1 μL of the matrix solution to each well and let it dry.

4. Analyze the MS plate without delay in the MALDI-TOF MS
according to manufacturer’s instructions.

5. Bacterial species will be identified by comparing the spectra of
the analyzed bacteria and the microorganism spectra database
using the Biotyper software (see Note 15).

3.8 16s rDNA PCR-

Based Species

Identification

1. To amplify the 16s rRNA DNA, pick colony material from the
plate and mix the material with 20 μL of Y-PER lysis buffer in a
1.5 mL reaction tube.

2. Vortex the reaction for 10 s and incubate it at 98 �C for 5 min.

3. Centrifuge for 5 min at 4000 g.

4. Collect lysate supernatant and dilute with molecular grade
H2O at a 1:5–1:20 ratio. This will serve as template for the
PCR reaction.

5. Prepare PCR in a 50 μL reaction mix using Taq polymerase
buffer, 2 pmol of the primers 338F-M13 (50GTA AAC GAC
GGC CAG TGC TCC TAC GGG WGG CAG CAG T03) and
1044R-M13 (50GGA AAC AGC TAT GAC CAT GAC TAC
GAG CTG AGC ACA RCC ATG03) [20], 4 μmol of each
dNTP, 1 μL of template, and 1 unit of Taq polymerase. Amplify
16s rDNA fragment by PCR (35 cycles with an initial denatur-
ation of 3 min at 95 �C. Each cycle consists of the following
steps: 95 �C for 30 s, 56 �C for 30 s, and 72 �C for 60 s and a
final extension of 7 min.)

6. Check size of PCR fragment on a 1% agarose gel (~750 bp).
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7. Purify PCR fragment using a PCR clean up system according to
user manual.

8. Analyze the fragment using commercial Sanger sequencing.

9. Analyze resulting nucleotide sequence with BLASTx and iden-
tify bacterial species.

3.9 First Steps of

Compound

Identification

If microbes are identified that show interesting capacity to inhibit
one or several target strains, quick insights into the putative nature
of the compound will be needed. Whole genome sequencing
(WGS) of the strain has proven to be a quick and effective method
to achieve this. Short-read sequencing using Illumina technology
(MiSeq, HiSeq, NextSeq) is sufficient for this purpose. The reads
can be assembled de novo, and biosynthetic gene clusters (BGCs)
can be identified as described elsewhere [21]. If BGCs are identified
that show little similarity to those of already known compounds,
the isolate represents a candidate for further investigation.

The next step of the experimental analysis is generally the
creation of deletion mutants lacking the identified BGCs to validate
their involvement in the observed antimicrobial activities.

These approaches are followed by attempts to purify the anti-
microbial molecule and by chemical structure elucidation. Further
details for bulk production of antimicrobial compound producers
by fermentation are summarized in [22]. How natural products can
be recovered is described in chapter topic “Isolation and purifica-
tion of natural products from microbial cultures” by Schafhauser
and Kulik in this edition [23].

4 Notes

1. We propose a selection of test bacteria that are clinically rele-
vant. According to different scientific questions, further or
different sets of test bacteria can be included in a study.

2. Sampling of “unusual” skin sites might be more interesting.
More promising PAPs might be recovered from sites that are
not regularly washed. For example, sampling of the area under
the foot nails, knee pits, or similar might be of interest.

3. A variety of nutrient agar types can be used for isolation of
bacterial strains from microbiome samples. We recommend
using a wide range of different agars for isolation of the bacte-
ria, such as COL, CHO, SSB, and SHB (especially for anaero-
bic bacteria). Further TSB, BHI, or BM agar can be used. Our
media recommendations are based on Kaspar et al. [24] and
Timm et al. [25]. The use of different media will lead to
redundant growth of certain bacterial species on different
plates, but at the same time this will increase the chances to
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cultivate low abundant species that have particular metabolic
requirements.

4. If a volunteer harbors only low abundance of bacteria, spread
the pure swab medium which was frozen initially at �80 �C on
the different agar plates, and incubate plates under the different
conditions (aerobic/anaerobic, 30–37 �C).

5. It might be helpful to take photographs to keep morphotype
information.

6. Sufficient turbidity should be observable in the liquid culture.
If necessary, prolong incubation time or centrifuge the culture,
remove a part of the supernatant, and concentrate the pellet in
the remaining medium. In case of a very long incubation time
(anaerobic bacteria occasionally need a full week), preserve the
strain by taking colony material from an agar plate. For this,
streak out the colony on a fresh plate followed by incubation.
Use a sterile inoculation loop and suspend bacteria in BHI
medium. Mix 1:2 with 80% of glycerol in a cryotube and
store at 80 �C.

7. Incubation time, incubation temperature, oxygen/carbon
dioxide levels, and the nutrient agar can vary and depend on
the bacterial species. More information on bacterial cultivation
is available on the following websites: https://www.dsmz.de/
and https://www.atcc.org/. Choosing the correct nutrient
medium/agar and growth conditions are particularly crucial
prerequisites for the success of the method Subheading 3.4.
Ensure that PAPs and the test strains are both able to grow
under the chosen conditions. Otherwise, the test bacterium/a
should not be included in this assay.

8. It is recommended to use different nutrient agars and mild
cellular stresses for antibiotic compound screening. This will
enhance the chances/probability to identify producers, as anti-
biotic compounds may only be produced under certain envi-
ronmental conditions and stresses. For example, production of
lugdunin from S. lugdunensis could only be observed on BM
agar, and the zone of inhibition increased when the bacteria
were grown under iron limitation [9]. For this, sterile 0.01%
(v/v) H2O2 or 200 μM 2,20-bipyridine can be added to the
(40–50 �C) nutrient agar to generate oxidative or iron limita-
tion stress, respectively.

9. Alternatively, an overnight culture of the test bacteria and/or
PAPs can be used. Therefore, centrifuge 1–5 mL bacterial
culture (5 min, 8000 � g), discard the supernatant, and add
1 mL of 1� PBS (for the generation of test bacterial lawns or
PAPs stocks) or 1 mL of nutrient medium (for (soft) agar
inoculation) to resuspend the bacterial pellet.

https://www.dsmz.de/
https://www.atcc.org/
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10. The OD600 used for inoculation of agar is dependent on the
bacterial strain. Some bacteria, such as Staphylococcus spp., only
require a low OD600 of 0.001 to generate a turbid agar with a
high bacterial density after incubation, whereas, e.g.,Micrococ-
cus spp. require an OD600 of 0.01 to achieve a comparable
density.

11. When many PAPs are to be tested simultaneously, a metallic,
self-made replica stamp may be used (Fig. 3). The stamp
should be sterilized by flaming after each transfer of bacteria.
After cooling, the metallic stamp can be reused for other plates.
Alternatively, a commercially available replica stamp, such as
replicator stamp from Carl Roth (https://www.carlroth.com/
com/en/accessories-for-petri-dishes/replicator-stamp-blue/
p/4708.1), can be used. If PAPs are transferred onto a plate
already containing test bacteria, do not use the same tissue for
more than one plate; otherwise, test bacteria may be also
transferred to the next plate(s), leading to cross-
contamination. If they are transferred onto nutrient agar, the
same tissue can be reused.

12. In many cases, antibiotic compound production can be
observed in late stationary growth phase. Thus, incubation
span may be extended even beyond 72 h.

13. Pouring the soft agar on top of bacteriocin producers may wash
off a producer from its original position, thereby “contaminat-
ing” other areas of the nutrient agar, which complicates the
readout of the plate. Thus, to prevent the producer from
further bacteriocin production, killing off the producers before
soft agar topping may be helpful/useful.

14. Place the closed 24 well plate into a box, which is bedded with
water-soaked paper that keeps the box humid, thereby prevent-
ing the well plate from drying.

15. If the initial MS analysis is not conclusive, repeat the analysis
adding less colony material. If the analysis fails repeatedly, use
an alternative method for strain identification.
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Chapter 4

Production of Antimicrobial Compounds by Homologous
and Heterologous Expression

I. Dewa M. Kresna, Zerlina G. Wuisan, and Till F. Sch€aberle

Abstract

Natural product discovery campaigns aim to identify compounds with the desired bioactivity, for example,
metabolites with antibiotic activity. The major driver of many projects is still the finding of bioactive
extracts, which will be followed up to isolate the activity-causing agent as pure compound. However,
nowadays also additional strategies can be used to increase the probability of success. Metabolomic
approaches indicate chemical novelty, and genomics allow identification of putative biosynthetic gene
clusters (BGCs) of interest, even though the corresponding metabolite is unknown. Whatever the entry
to the campaign is, at one point the scientists need to have the desired compound in hand to analyze it in
detail. Hence, expression must be achieved to yield the compound of interest, either to link it to the
corresponding putative BGC or to overcome the bottleneck of sparse compound supply. Therefore,
homologous and heterologous expression approaches are feasible ways forward to increase production
yield, shorten fermentation time, or to get BGCs expressed at all for which no suitable fermentation
condition was identified.
In this chapter, expression approaches in bacteria are described to biosynthesize compounds of interest.

Homologous expression, by genetic manipulation of the original Streptomyces producer strain, and heterol-
ogous expression in the microbial workhorse Escherichia coli are exemplified.

Key words Heterologous expression, Homologous expression, E. coli, Streptomyces

1 Introduction

The initial production of antimicrobial compounds is a prerequisite
for research and development projects, starting with first bioactivity
screening and advancing to identification, purification, and struc-
ture elucidation of hits, to enable rational-based decisions about if
an active compound should be moved on to the next development
steps. Considering natural products, the producer organism has to
biosynthesize the compound of interest in sufficient amounts, and
therefore, suitable conditions must exist. This can be achieved by
fermentation of the original producer using different conditions, as
described in the first edition of this book [1]. However, if no
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suitable condition is identifiable, there are still further options. The
expression of the biosynthetic gene cluster (BGC) within the pro-
ducer strain could be switched on, for example, by the insertion of
a, or several, promoter(s) upstream of the genes of interest. Increas-
ing the expression yield of a gene, or a complete BGC, in a system
from where it originates (i.e., the natural producer) is called homol-
ogous expression. However, to do so, first knowledge about the
producer strain must be available, for example, which promoter
regions will increase expression. Second, genetic manipulation of
the strain must be possible. Another option would be to transfer
the genetic information to biosynthesize the compound of interest
into a heterologous host to reach heterologous expression therein.
Several bacterial strains optimized for expression of single genes
and BGCs are available. In addition, other types of host organisms
beside bacteria exist and are established, for example, fungal strains
and cell lines of mammalian or plant origin. A close phylogenetic
relationship between original and heterologous host is often pro-
ductive. However, the more exotic a natural producer is, the less is
known about which hosts might be suitable. Due to the fact that
the degenerated genetic code comprises more than one triplet
codon for one specific amino acid to be added to the growing
peptide chain during translation, different bacteria have their own
preferences. Therefore, it might be useful to not work with the
original DNA sequence for heterologous expression. Instead, a
codon-optimized version of the gene(s) can be synthesized,
adapted to the envisaged heterologous host. Several commercial
suppliers offer to synthesize the DNA sequence of interest and
directly provide the option to optimize the codon usage for the
chosen host. Once, the expression is reached, this will open new
possibilities to further tune the expression yield or to even modify
the compound by biotechnological approaches.
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In this chapter, a workflow is presented that can be easily
adapted to your lab. It is exemplified by (i) the homologous expres-
sion of a modular non-ribosomal peptide synthetase (NRPS) and
polyketide synthase (PKS) hybrid BGC in a Streptomyces strain
[2]. The latter strain was isolated from an environmental sample
[3] and by (ii) the heterologous expression of a ribosomally and
posttranslational modified peptide (RiPP) BGC in Escherichia coli
cells [4].

2 Materials

2.1 Cloning

Procedure

1. PCR machine.

2. Centrifuge for 1.5–2 mL tubes.

2.1.1 Instrumentation 3. Centrifuge for 15–50 mL tubes.

4. Safety cabinet.
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5. Vortex.

6. Shaking device with temperature control.

7. Incubator.

8. Ice generator machine.

9. Nanodrop or any instrument to measure DNA concentration
and OD600.

10. MicroPulser (including 0.2 cm cuvettes) for electroporation.

11. Complete module for agarose gel electrophoresis including gel
documentation instrument.

12. Autoclave.

13. -80 °C freezer for long-time storage of microorganisms.

14. -20 °C freezer for short-time storage.

15. 4 °C fridge.

16. Temperature controllable shaker or water bath.

17. Hot plate with magnetic stirrer.

18. pH meter.

19. Micropipette 100–1000 μL.
20. Micropipette 10–100 μL.
21. Micropipette 1–10 μL.
22. 60 °C incubator.

23. Rotary evaporator.

2.1.2 Kits 1. Agarose purification for large fragment kit.

2. Bacterial DNA isolation kit.

3. Plasmid purification kit.

2.1.3 Strains, Plasmids,

and Primers

1. Plasmid pCAP03-acc(3)IV (kanamycin and apramycin resis-
tance) [5].

2. E. coli ET12567/pUB307 (chloramphenicol and kanamycin
resistance) [6].

3. E. coli ET12567 (chloramphenicol resistance) [6].

4. Apramycin resistance cassette with oriT and ermE* promoter.
The cassette could be purchased, and the DNA sequence is
shown in Sequence S1 (see Appendix).

5. Primers for the experiment as described in Subheadings 3.2
and 3.3.

6. Target Streptomyces strain which is genetically accessible.

7. E. coli host strain for heterologous expression.

8. pRSFduet™-1.
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2.1.4 Chemicals 1. Tryptone.

2. Yeast extract.

3. NaCl.

4. Agar.

5. Mannitol.

6. Soya flour.

7. Soytone.

8. Glucose.

9. K2HPO4.

10. Isopropyl β-D-1-thiogalactopyranoside (IPTG): store at -20 °
C freezer.

11. Kanamycin: store at 4 °C fridge.

12. Apramycin: store at 4 °C fridge.

13. Chloramphenicol: store at 4 °C fridge.

14. Nalidixid acid: store at 4 °C fridge.

15. ddH2O.

16. Glycerol.

17. Tris Base.

18. HCl.

19. MgCl2.

20. dNTPs: store at -20 °C.

21. Dithiothreitol (DTT): store at -20 °C freezer.

22. Polyethylene glycol (PEG) 8000.

23. Nicotinamide adenine dinucleotide (NAD): store at -20 °C
freezer.

24. T5 exonuclease: store at -20 °C freezer.

25. DNA polymerase for PCR (Phusion): store at -20 °C freezer.

26. Taq ligase: store at -20 °C freezer.

27. TE buffer: 10 mMTris-HCl pH 8, 1 mMEDTA; store at room
temperature.

28. Lysozyme: 10 mg/mL stock solution in TE buffer; store at -
20 °C in 1 mL aliquots.

29. High-Fidelity DNA Polymerase for PCR (Hot Start): store at
-20 °C.

30. Restriction enzymes: store at -20 °C.

31. Agarose: 1% stock solution (w/v) in TAE buffer; store at 60 °
C.

32. TAE buffer, 50× stock solution: 242.2 g Tris base, 18.612 g
EDTA disodium salt dihydrate, 57.1 mL acetic acid, dissolved



Homologous and Heterologous Expression 59

in 1 L ddH2O. Working solution is prepared by diluting 40 mL
of 50× stock solution into 2 L ddH2O; store at room
temperature.

33. Midori Green DNA stain: store at 4 °C.

34. Methanol (HPLC grade).

2.1.5 Others 1. Mixed cellulose ester (MCE) membrane, hydrophilic,
0.025 μm pore size.

2. 15 mL conical centrifuge tubes.

3. 50 mL conical centrifuge tubes.

4. Syringes.

5. Sterile filters (0.2 μm pore size).

6. Petri dishes.

7. Schott bottles with cap (as media and buffer containers).

8. 0.2 mL PCR tubes.

9. 1.5–2 mL tubes.

10. 2 mL cryo-tubes.

11. Cotton.

12. Scalpel.

13. 100 mL round-bottom flasks.

2.2 Medium Before use, medium has to be sterilized by using an autoclave and
cooled to room temperature (RT). Initially, weight all the necessary
materials and pour them into a 1 L Schott bottle. Thereafter, add
ddH2O up to the required volume and homogenize the solution by
shaking or stirring. Then, autoclave the solution and let it cool to
RT (see Note 1). In the following, the recipes of the media used in
this experiment are described.

1. Lysogeny broth (LB): 10 g/L tryptone, 5 g/L yeast extract,
10 g/L NaCl, and 15 g/L agar (agar is only added for solid
medium).

2. 2× WT broth: 16 g/L tryptone, 10 g/L yeast extract, 5 g/
L NaCl.

3. MS medium: 20 g/L mannitol, 20 g/L soya flour, 20 g/
L agar.

4. TSB medium: 17 g/L tryptone, 3 g/L soytone, 2.5 g/L
glucose, 5 g/L NaCl, 2.5 g/L K2HPO4.

5. Med-3: 10 g/L glucose (500 g/L stock solution; autoclaved
separately and mixed prior to use), 5 g/LNaCl, 3 g/L CaCO3,
20 g/L soybean powder.
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2.3 Antibiotic and

IPTG Stock Solutions

The antibiotic stock solutions are prepared in a 1000× concentra-
tion (in relation to the final working concentration). Concentration
of the IPTG stock solution is 1 M. Filters with a pore size of 0.2 μm
are used to sterilize the solution, to prevent degradation of the
antibiotic and IPTG by autoclaving. Thereafter, store the solutions
at -20 °C in a freezer (see Note 2).

1. Kanamycin (Kan): 50 mg/mL in ddH2O.

2. Apramycin (Apra): 50 mg/mL in ddH2O.

3. Chloramphenicol (Cm): 25 mg/mL in EtOH.

4. Nalidixic acid (NA): 20 mg/mL in ddH2O (see Note 3).

5. IPTG: 1 M in ddH2O.

3 Methods

3.1 Cloning

Procedure

1. Grow the pre-culture of the desired E. coli strain in 5 mL LB
with necessary antibiotics in 15 mL conical centrifuge tubes or
other sterile containers. Incubate at 37 °C in a shaker
(180 rpm) overnight.3.1.1 Generating Electro-

Competent Cells
2. Transfer an inoculum of the pre-culture to a sterilized vessel

containing 50 mL LB medium (this will be the main culture)
with necessary antibiotics. Of the pre-culture 1% is used to
inoculate the main culture.

3. Incubate the main culture in a shaker (180 rpm) at 37 °C until
it reaches an OD600 of 0.4–0.6.

4. Transfer the main culture to a 50 mL conical centrifuge tube,
and pellet the cells by centrifugation at 15,000 g, 2 min, at 4 °
C.

5. Discard the supernatant. All following steps should be per-
formed on ice.

6. Add 30 mL of ice-cold sterile ddH2O and redissolve the pellet
by shaking and vortex vigorously.

7. Centrifuge the suspension at 15,000 g, 2 min, at 4 °C.

8. Discard the supernatant.

9. Repeat steps 6–8 to rewash the cell.

10. Add 30 mL of ice-cold sterile 10% (w/v) glycerol and redis-
solve the pellet by shaking and vortex vigorously.

11. Repeat steps 7–8.

12. Add 400 μL of ice-cold sterile 10% (w/v) glycerol and resus-
pend cells until the solution is homogenous. After this step, the
cells have become electro-competent and can be directly used
or stored at -80 °C.
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13. Prepare aliquots of 50 μL of the competent cells in 1.5 mL or
2 mL sterile tubes until all the competent cells are consumed.

14. Store the ready-to-use electro-competent cells in a - 80 °C
freezer.

3.1.2 Preparing the

Ready-to-Use Gibson

Assembly (GA) Master Mix

[7]

1. Add the following ingredients to a 1.5 mL tube: 250 μL 1 M
Tris–HCl pH 7.5, 25 μL 1 M MgCl2, 50 μL 10 mM dNTP,
25 μL 1 M DTT, 125 mg PEG-8000, and 1.7 mg NAD.

2. Dissolve the ingredients completely by pipetting up and down
(see Note 4).

3. Add ddH2O to the final volume of 500 μL and resuspend. This
solution represents the 5× isothermal buffer.

4. Transfer 320 μL of the isothermal buffer solution from the
previous step to a new 1.5 mL or 2 mL tube.

5. From now on, each step has to be performed on ice. To the
320 μL 5× isothermal buffer solution, add 1.2 μL of T5 exo-
nuclease, 20 μL Phusion polymerase (not Hot Start), 160 μL
Taq ligase, and 700 μL ddH2O.

6. Homogenize the solution by pipetting up and down and
vortexing.

7. Prepare 15 μL aliquots of the solution in PCR tubes until all the
solution is consumed. Each of the tubes contains now the
ready-to-use Gibson Assembly (GA) master mix solution
needed for one experiment.

8. Store the aliquots at -20 °C in a freezer.

3.1.3 Transformation of

E. coli by Electroporation

[8]

1. All steps should be performed on ice-cold temperature.

2. Prepare the ice-cold ready-to-use electro-competent cells (see
Subheading 3.1 step 1), ice-cold LB, the salt-free-DNA to be
transferred, and ice-cold 0.2 cm cuvette(s).

3. Turn on the MicroPulser for electroporation.

4. Set the pre-programmed setting to Ec2 (2.5 kV).

5. Add 2–4 μL of the salt-free-DNA (seeNote 5) to a ready-to-use
50 μL of electro-competent cells (see Subheading 3.1 step 1).

6. Transfer the electro-competent cell-DNA mix to the 0.2 cm
cuvette (make sure the solution is touching both electrodes).

7. Place the cuvette in the chamber slide.

8. Release the pulse once and thereafter directly resuspend the
mix by adding 1 mL of ice-cold LB to the cuvette and mix by
pipetting until homogeny (see Note 6).

9. Transfer the solution to a 1.5 mL or 2 mL tube, and incubate at
37 °C and shaking (180 rpm) for 45–60 min.
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10. Centrifuge the culture at 15,000 × g, 1 min, and discard the
supernatant until only around 100 μL of supernatant are
remaining.

11. Resuspend the solution by pipetting and spread it to LB agar
plates containing the corresponding antibiotics for selection.

12. Incubate the plate at 37 °C overnight.

3.1.4 Generation

of E. coli Cryo-Cultures

for Storage

1. Prepare a sufficient amount of sterile 50% glycerol (w/v) in
ddH2O by autoclaving.

2. Grow the E. coli strain in 3–5 mL of LB medium with
corresponding antibiotic(s) for selection overnight at 37 °C
in a shaker (180 rpm) as pre-culture.

3. Transfer 1 mL of the pre-culture to a sterile cryo-tube and add
an equal amount of 50% sterile glycerol (w/v).

4. Vortex the cryo-culture and store at -80 °C in a freezer.

3.1.5 Generation of

Streptomycete Spore

Suspension for Storage [9]

1. Spread a desired Streptomyces strain on MS agar medium with
corresponding antibiotics at its optimal growth temperature
(usually 28–30 °C are used) for several days until sporulation
can be observed. Sporulation can be recognized by a grayish
coloration, since the spores are pigmented.

2. Add 4 mL of sterile ddH2O on top of the agar plate and gently
scrape off the spores using sterile cotton.

3. Take a sterile syringe and suck the spore-containing water
through the cotton (which will serve as a filter for bigger
particles), and collect the ddH2O containing the spores in a
sterile 15 mL conical centrifuge tube.

4. Centrifuge the spore suspension at 15,000 × g for 5 min and
thereafter discard the supernatant.

5. Add 1–2 mL of sterile 20% glycerol (w/v) to the spore pellet
and resuspend the spores therein.

6. Transfer the spore suspension to a sterile cryo-tube and store it
at -80 °C.

3.1.6 Restriction Analysis

of Plasmid DNA

1. Inoculate the clone tested positive by colony PCR in 5 mL LB
medium containing necessary antibiotics (see Note 7).

2. Incubate the culture at 37 °C, on a shaker (180 rpm),
overnight.

3. Isolate the plasmid from the culture using a plasmid
isolation kit.

4. For restriction analysis take an aliquot of the plasmid DNA, and
add the selected restriction enzymes and their respective buffer
according to the restriction enzyme manufacturer’s protocol.
Total volume of the restriction mix should be 20–50 μL.
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5. Incubate the restriction mix overnight at the recommended
temperature optimum of the restriction enzymes (usually
37 °C).

6. For analysis, add loading dye and run the mix over a 1%
agarose gel.

7. Analyze and document the DNA restriction pattern.

3.2 Construction of

the Plasmid to Be Used

for Conjugation and

Homologous

Recombination into

the Genome of the

Streptomyces

Homologous Host

The DNA manipulation explained herein relies on a double cross-
over recombination event. The homologous regions necessary for
the recombination event to take place are introduced into the
bacterium as part of a designed plasmid. This plasmid has several
features: (i) Two DNA regions homologous to the sequences flank-
ing the desired site of modification, (ii) resistance genes to enable
selection in E. coli cells during vector construction and in Strepto-
myces cells after the recombination event took place, (iii) an origin
of transcription (ori) for propagation of the plasmid in E. coli,
(iv) an origin of transfer (oriT) to enable transfer of the DNA by
conjugating from the donor E. coli to the recipient Streptomyces cell,
and (v) if necessary a promoter (ermE* in our example) (Fig. 1).
The plasmid can replicate in E. coli, which enables construction of
the plasmid in this host. However, the plasmid is used to transfer
the desired DNA sequence, but cannot be propagated by the
recipient Streptomyces strain. The initial (single) crossover could
happen in either homologous region 1 or 2. Regardless in which
region the recombination took place, the whole plasmid would be
integrated, resulting in a strain that possesses the genes for kana-
mycin and apramycin resistance. When the second crossover takes
place, it could happen at each of the homologous region, either 1 or
2. If the second crossover happens in the same region as the initial
crossover, then the chromosome is reverted back to the original
wild-type status, which does not have any antibiotic resistance
gene—and thus will die during antibiotic selection pressure. If the
second crossover happens in the region different from the initial
crossover event, the resulting strain will carry only the apramycin
and not the kanamycin-resistant cassette. To identify the latter case,
the clones are screened using two replica plates with supplemented
with a different antibiotic.

3.2.1 DNA Fragment

of Homologous Regions

1 and 2

1. Determine the objective of the experiment. Is an overexpres-
sion or a knockout desired?

2. Decide which manipulation should be performed, for example,
deletion, insertion (introducing ermE*), or both
(replacement).

3. Determine the homologous regions (HR) 1 and 2 (each
±1000 bps in length, example in Fig. 1).
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Fig. 1 Scheme of the introduction of the constitutive ermE* promoter by double crossover. To introduce the
promoter upstream of the target gene A, a plasmid is designed that carries two sequence regions, which are
homologous to the genome of the Streptomyces wild-type (WT) host. Here, the example plasmid carries the
antibiotic resistance cassettes for apramycin (encoded by the gene acc(3)IV)) and kanamycin (encoded by the
aph gene). The genetic organizations of the WT and the mutant strain after successful integration of the
apramycin resistance cassette in combination with the ermE* promoter are given. The location of a primer pair
to analyze if the targeted integration took place is indicated

4. Design a primer that can amplify the HRs 1 and 2 with anneal-
ing temperature (Tm) of 65–66 °C (to determine the Tm, use
the online tool provided by the company from which the DNA
polymerase is purchased). Next, add additional extension
nucleotides 5′-cctgaactcaccgcgacgta-3′ to the 5′-forward
primer of HR1, 5′-ggtcgacggatccccggaat-3′ to the 5′-reverse
primer of HR1, 5′-aggatccagcgggtaggagg-3′ to the 5′-forward
primer of HR2, and 5′-cactcaaccctatctcggtc-3′ to the 5′ of the
reverse primer of HR2 (see Note 8).

5. Using the designed primers and genomic DNA of your Strep-
tomyces WT strain as a template, amplify the homologous
regions 1 and 2 by PCR. The annealing temperature is chosen
according to the primers (in our example 65 °C).
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6. Isolate the desired PCR products by agarose gel and
subsequent large fragment purification kit.

7. Determine the DNA concentration of HR1 and HR2 in pmol/
μL (see Note 9).

3.2.2 DNA Fragment of

the Vector

1. Digest the vector pCAP03-acc(3)IV with the restriction
enzymes XhoI and NdeI by overnight incubation at 37 °C.

2. Purify the 10,551 bps linear DNA fragment by agarose gel and
subsequent large fragment purification kit.

3. Used the pure DNA fragment as a template for PCR using
primers pCAP03.part.F (gaccgagatagggttgagtg) and pCAP03.
part.R (tacgtcgcggtgagttcagg). The annealing temperature for
the PCR program is 55 °C. The desired PCR amplificate (frag-
ment length is 3877 bps) carries a kanamycin resistance gene
(aph) and an ori.

4. Purify the desired PCR product by agarose gel and subsequent
large fragment purification kit.

5. Determine the DNA concentration in pmol/μL (see Note 9).

3.2.3 DNA Fragment of

the Apramycin Resistance

Gene (Acc(3)IV) and oriT

1. Amplify the apramycin resistance cassette containing oriT using
primer cassette.F (attccggggatccgtcgacc) and cassette.R
(tgtaggctggagctgcttcgaa) for a knockout experiment or using
primer cassette.F and ermE*.R (cctcctacccgctggatcct) for an
overexpression experiment (the latter primer pair will result in
an amplicon that includes the ermE* promoter). The annealing
temperature is 65 °C.

2. Purify the resulting 1369–1499 bps desired PCR product by
agarose gel and subsequent large fragment purification kit.

3. Determine the DNA concentration in pmol/μL (see Note 9).

3.2.4 Fusion of the Four

DNA Fragments Using

Gibson Assembly

1. Calculate how many μL of each DNA fragment (from Sub-
heading 3.2 steps 1–3) should be used to reach a molar ratio of
vector:HR1:HR2:cassette of 1:1:1:1. The final volume should
be 5 μL.

2. Add the 5 μL mix of the DNA fragments to the ready-to-use
15 μL Gibson Assembly (GA) master mix (see Subheading 3.1
step 2).

3. Incubate the GA reaction at 50 °C for 2 h (use PCR machine if
possible).

4. During waiting for step 3, pour 20 mL of ddH2O into a petri
dish, and place a 0.025 μm pore size MCE membrane on the
water.
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5. After the isothermal incubation (step 3), transfer the complete
20 μL of the GA reaction carefully using a micropipette onto
the prepared 0.025 μm pore size MCE membrane (step 4).

6. Dialyze the GA reaction for 15–30 minutes.

7. Transfer the desalted GA mix to E. coli ET12567 cells by
electroporation (see Subheading 3.1 step 3), and thereafter
spread it on LB agar supplemented with the three antibiotics
Cm/Kan/Apra.

8. Verify colonies growing on the LB agarCm/Kan/Apra selection
plates by colony PCR. Replicate the colony to a new LB
agarCm/Kan/Apra plate for maintaining the colony, and incubate
it at 37 °C overnight.

9. Isolate the plasmid DNA from the clones tested positive by
colony PCR to analyze the DNA restriction pattern (see Sub-
heading 3.1 step 6).

10. As a final verification, you can submit the plasmid DNA tested
positive by colony PCR and by DNA restriction analysis for
Sanger sequencing (plasmid DNA is obtained by Subheading
3.1 step 6).

11. Pick one validated colony carrying the correct construct from
the agar plate, and prepare a cryo-culture for storage (see Sub-
heading 3.1 step 4).

3.2.5 Transfer of the

Generated Plasmid to the

Streptomyces Strain by Tri-

Parental Conjugation [9]

1. Inoculate E. coli ET12567/pUB307 (carrying the helper plas-
mid necessary for tri-parental conjugation) and E. coli
ET12567 (carrying the plasmid generated before, see Method
3.2.4) each separately into 10 mL LB medium supplemented
with Kan and Cm for E. coli ET12567/pUB307 and additional
Apra for the strain carrying the generated plasmid for transfer
(see Subheading 3.2 step 4).

2. Grow them overnight at 37 °C in a shaker (180 rpm).

3. Take an inoculum of 100 μL of each of the overnight cultures
into separate 10 mL of fresh LB medium with the
corresponding antibiotics. Incubate at 37 °C in a shaker
(180 rpm) until an OD600 of 0.4–0.6 is reached (seeNote 10).

4. Wash the cells twice with 10 mL of LB medium to remove the
antibiotics that might inhibit the Streptomyces strain.

5. Resuspend the cell pellet of strain E. coli ET12567/pUB307 in
0.5–1 mL of LB medium and the pellet of E. coli ET12567
carrying the plasmid to be transferred in 0.2–0.4 mL of LB
medium. Now, the E. coli cells are ready for conjugation.

6. For the Streptomyces cells, add 10–20 μL of the Streptomyces
wild-type spore suspension (previously generated in the way
explained in Subheading 3.1 step 5) to 200 μL of 2× YT broth.
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For each conjugation reaction, a separate tube should be
prepared. Heat shock the spore suspension at 50 °C for
10 min, and then allow it to cool down to room temperature
(RT).

7. Mix 0.1 mL of each of the two E. coli cell suspensions and
0.2 mL of the heat-shocked spores by pipetting up and down.

8. Plate out 50 μL and 350 μL of the mixture on two MS agar
plates containing 10 mM MgCl2 (without antibiotics), and
incubate at 30 °C for 16–20 h.

9. Overlay the plates with 1.5 mL of sterile ddH2O containing
0.5 mg of NA (equivalent to 20 μL of NA stock solution) and
2–4 mg Kan (40 μL of Kan stock solution). Use a spreader to
lightly distribute the antibiotic solution evenly.

10. Continue incubation at the optimum growth temperature of
the used Streptomyces strain until sporulation can be observed.

11. Pick up several single colonies and streak them as separated
colonies on an MS agar plate supplemented with NA and Apra.
By this plating, single colonies should be obtained, and you
should get rid of remaining E. coli cells.

12. Incubate the plates at the optimum growth temperature of the
Streptomyces strain until sporulation can be observed.

13. To verify the positive double crossover recombination event,
pick and replica streak several single colonies on MS agar
supplemented with Kan and onto MS agar supplemented
with Apra to maintain the colonies. The inability of the picked
colonies to grow under Kan selection confirms the double
cross recombination event (see Note 11).

14. To verify if the recombination took place at the desired loca-
tion, do a PCR test using two primers that bind outside of the
recombination event border (primer.check.F and primer.check.
R in Fig. 1). The length of the PCR product should be differ-
ent (in case there is a deletion or insertion of nucleotides) in
comparison to the WT strain (see Note 12).

15. Once a transgenic colony has been verified, prepare a spore
suspension for storage (see Subheading 3.1 step 5).

16. The transgenic strain is ready to be used for cultivation.

3.2.6 Cultivation of the

Homologous Expression

Host

1. Take 5 μL of the spore suspension prepared in 3.2.5, step 15 to
inoculate 20 mL of Med-3 in a 100 mL Erlenmeyer flask.

2. Incubate the culture at 30 °C with 180 rpm shaking.

3. Harvest the culture for LC-MS analysis to detect/follow com-
pound production after at least 3-day cultivation (seeNotes 20
and 22).
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3.3 Heterologous

Expression of a BGC in

Escherichia coli

In contrast to the homologous expression approach, the heterolo-
gous expression system described here is plasmid-based, which
means that the target BGC is cloned into an expression vector
and then introduced into the heterologous expression host, in
which it is propagated. The plasmid pRSFDuet™-1 was chosen as
the heterologous expression vector due to several reasons: (i) the
presence of two multiple cloning sites, (ii) the presence of T7-lac
operon that facilitates high gene expression upon IPTG induction,
(iii) high plasmid copy number, and (iv) kanamycin resistance
cassette that does not interfere with the resistance gene of the
selected heterologous expression host E. coli Rosetta™(DE3) that
has chloramphenicol resistance. E. coli Rosetta™ (DE3) was chosen
as the heterologous host because it carries the pRARE plasmid that
provides tRNAs for rare codons in E. coli (i.e., AGG, AGA, AUA,
CUA, CCC, GGA). The cloning of the target BGC into the heter-
ologous expression vector is done by Gibson Assembly. Therefore,
20–40 bp overlaps at each end of the fragments are needed (Fig. 2).
pRSFDuet™-1 as the heterologous expression vector is linearized
by NdeI and AvrII to remove the S-tag in the second multiple
cloning site. The digestion using both restriction enzymes will

Fig. 2 Scheme for cloning the target BGC into the heterologous expression vector. NdeI and AvrII are used to
linearize pRSFDuet™-1. The forward (F) and reverse (R) primers that are used for amplification of the target
BGC from the genomic DNA of the original strain should have at least a 20 bp region that is homologous to the
ends of the linearized plasmid (highlighted in green). The target BGC is inserted into the heterologous
expression vector by Gibson Assembly (therefore, the homologous regions between the DNA fragments are
needed)



result in sticky ends. However, during the Gibson Assembly reac-
tion, the T5 exonuclease will chew the 5′ ends of the fragments.
Therefore, the overlapping regions that should be introduced to
the fragments by using PCR are as follows: (i) in the forward
primer: 5′- GTATAAGAAGGAGATATACA -3′ and (ii) in the
reverse primer: 5′- TGCTCAGCGGTGGCAGCAGC -3′.
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3.3.1 Preparation of

Gibson Assembly

Fragments

1. Design a PCR primer pair for amplification of the target BGC.
Each primer should have a minimum length of 40 bp. 20 nt of
the 5′ end of the primers should contain overlapping regions
with the heterologous expression vector, and 20 nt of the 3′
end of the primers should bind to target BGC (see Notes 13
and 14).

2. Amplify target BGC using High-Fidelity DNA Polymerase
according to manufacturer’s protocol.

3. Linearize pRSFDuet™-1 as the heterologous expression vector
using the following reaction at 37 °C, overnight (seeNote 15):
16 μL pRSFDuet™-1*, 1 μL NdeI (20 U/μL), 1 μL AvrII
(20 U/μL), 2 μL 10× restriction enzyme buffer.

*Plasmid was isolated from its maintenance host using
plasmid isolation kit. The optimal plasmid concentration
should be around 100 ng/μL (see Note 16).

4. Run a 1% agarose gel for visualization of the Gibson Assembly
fragments (amplified target BGC and linearized heterologous
expression vector). To prevent DNA damage from UV, use
Midori Green instead of ethidium bromide.

5. Cut the DNA fragments with correct size using a scalpel, and
collect the fragments in different 2 mL tubes.

6. Purify DNA from agarose gel using “Agarose purification for
large fragment kit.” Elute the pure DNA using ≤10 μL auto-
claved ddH2O, pre-warmed in a 60 °C oven.

3.3.2 Plasmid

Construction by Gibson

Assembly [7] and

Transferring the

Heterologous Expression

Construct into a

Heterologous Host

1. Take 1 aliquot (15 μL) of the ready-to-use GA master mix (see
Subheading 3.1 step 2), and add a total volume of 5 μL of the
purified DNA fragments in equimolar amounts (see Note 17).

2. Incubate at 50 °C for 1 h (see Note 18).

3. Pour 20 mL ddH2O into a petri dish and place a 0.025 μm
nitrocellulose membrane on the water.

4. After the isothermal incubation (step 2), take all 20 μL of the
GA reaction carefully using a micropipette, and place it on the
0.025 μm nitrocellulose membrane.

5. Dialyze the GA reaction for 15–30 min.

6. Transfer 5 μL of the GA reaction into a ready-to-use electro-
competent cell of E. coli previously prepared (see Subheading
3.1 step 1) and do transformation as described in Subheading
3.1 step 3.



70 I. Dewa M. Kresna et al.

7. Plate transformed cells on LB agar medium supplemented with
50 μg/mL kanamycin (for selection of resistant cells harboring
the desired plasmid), and incubate at 37 °C overnight (seeNote
19).

8. Take a single colony carrying the constructed plasmid that was
proven to be assembled correctly by PCR test and restriction
enzyme analysis (see Subheading 3.1 step 6). This colony
should be preserved as cryo-culture (see Subheading 3.1
step 4).

3.3.3 Cultivation of

Heterologous Expression

Host

1. Inoculate single colony (from Subheading 3.3.2 step 8) into
5 mL LB supplemented with kanamycin (50 μg/mL) and
chloramphenicol (25 μg/mL), and incubate at 37 °C with
180 rpm shaking overnight.

2. On the next day, take 500 μL of the overnight culture to
inoculate 50 mL LB supplemented with kanamycin (50 μg/
mL) and chloramphenicol (25 μg/mL), and incubate at 37 °C
with 180 rpm shaking until an OD600 of 0.4–0.6 is reached.

3. Induce with 25 μL of 1 M IPTG (final concentration of
0.5 mM). Incubate at 37 °C with 180 rpm shaking.

4. Take 1 mL samples for LC-MS analysis to detect/follow com-
pound production after at least 1-day cultivation (seeNotes 20,
21, and 22).

4 Notes

1. Hot medium in glassware can be cooled faster using normal tap
water. Put the hot bottle into a vessel containing room temper-
ature tap water for several minutes. Do not completely sink the
bottle to prevent contamination at the bottleneck and lid area.

2. It might be useful to divide the antibiotic stock solution into
aliquots of smaller volume 1–1.5 mL in sterile 1.5–2 mL tubes.
This will reduce the time needed for thawing the frozen solu-
tion before use.

3. Nalidixic acid is not easily soluble in water. To increase the
solubility, you could add several drops of 1 M NaOH.

4. If necessary, heat the solution to 60 °C to increase the
solubility.

5. Pipetting DNA has to be done slow and carefully to prevent
breaking due to shearing forces.

6. If a short circuit occurs, repeat step 4 in Subheading 3.1.3 with
less volume of DNA solution. There might be remaining impu-
rities like salts.
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7. For picking the colony from the agar plate, you can use a sterile
pipette tip or tooth pick. Take only half of the colony so that
you still have another half left for further steps. If most of the
colony is used up, you can also just re-incubate the plate at 37 °
C overnight. Then, the remaining cells will multiply again and
can be used for the next steps.

8. The additional nucleotides in the primer sequences are meant
to be the homologous regions for Gibson Assembly.

9. If a nanodrop instrument is used, the DNA concentration will
be given μL/mL. To adjust the concentration for GA, you
must convert it to pmol/mL. You could use online tools like
the Promega biomath calculator (https://www.promega.de/
en/resources/tools/biomath/) to do so. Subsequently, you
can calculate that the fragments are used in the same molarity.

10. Normally, E. coli ET12567/pUB307 will grow faster than
E. coli ET12567 carrying the designed plasmid.

11. It might happen that only a single crossover event took place
from all the picked colonies, which would result in clones that
carry apramycin and kanamycin resistance genes. If necessary,
you can verify this by PCR using primer.check.F and primer.
check.R (remember that in case of only single crossover event,
whole plasmid is integrated meaning that you need to recalcu-
late the extension time for PCR). As a solution, you can grow
these single crossover clones in TSB medium for several days;
thereafter, take 100 μL of the culture and spread it on MS agar
supplemented with Apra to get single clones. Then, continue
with step 12 in Subheading 3.2.5.

12. Keep in mind that the length of the PCR amplificate is only an
indication, and small changes in the DNA length (between
mutant and WT) might not be observable in the agarose gel
after PCR. In this case, further verification by Sanger sequenc-
ing might be necessary.

13. Overlapping regions between the DNA fragments can be
extended up to 40 bp to increase the efficiency of Gibson
Assembly.

14. If the target BGC is larger than 10 kb, it can be amplified as two
fragments. The overlapping region of 20–40 bp between the
fragments needs to be taken into account during primer
design. Increasing amount of fragments could decrease Gibson
Assembly efficiency. It is advised to have not more than five
fragments.

15. Linearized plasmid can also be generated by amplification
using a High-Fidelity DNA Polymerase according to manufac-
turer’s protocol. After the final elongation step of the PCR,
1 μL of DpnI is added into the PCR reaction tube and incu-
bated at 37 °C for 1 h. This step reduces false positives.

https://www.promega.de/en/resources/tools/biomath/
https://www.promega.de/en/resources/tools/biomath/
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16. Lower plasmid concentration could lead to a lower number of
colonies after Gibson Assembly.

17. The concentration of the fragments to be assembled should be
between 0.05 and 0.5 pmols for a GA using two to three
fragments. If any fragments are smaller than 200 bp, use a
fivefold excess of these fragments.

18. During the isothermal incubation for Gibson Assembly, pre-
pare electro-competent cells to be transformed with the Gib-
son Assembly result.

19. Corroborate the correct assemblies by doing PCR tests and
checking the restriction pattern using suitable restriction
enzyme(s).

20. Samples can be taken at certain time points to find the opti-
mum cultivation period for compound production.

21. Samples taken before 1-day cultivation after IPTG induction
might produce too low amount of the target compound to be
unambiguously detected by LC-MS analysis.

22. As negative control, prepare a clone of the expression host
carrying the empty expression vector, and cultivate it using
the exactly same conditions as for the expression culture.

Appendix

Sequence S1 ATTCCGGGGATCCGTCGACCTGCAGTTCGAAGTTCC-
TATTCTCTAGAAAGTATAGGAACTTCGAAGTTCCCGC-
CAGCCTCGCAGAGCAGGATTCCCGTTGAGCACCGC-
CAGGTGCGAATAAGGGACAGTGAAGAAGGAA-
CACCCGCTCGCGGGTGGGCCTACTTCACC-
TATCCTGCCCGGCTGACGCCGTTGGATACACCAAG-
GAAAGTCTACACGAACCCTTTGGCAAAATCCTGTA-
TATCGTGCGAAAAAGGATGGATATACCGAAAAAATCGC-
TATAATGACCCCGAAGCAGGGTTATGCAGCGGAAAATG-
CAGCTCACGGTAACTGATGCCGTATTTGCAGTAC-
CAGCGTACGGCCCACAGAATGATGTCACGCT-
GAAAATGCCGGCCTTTGAATGGGTTCATGTGCAGCTC-
CATCAGCAAAAGGGGATGATAAGTTTATCACCACCGAC-
TATTTGCAACAGTGCCGTTGATCGTGCTATGATCGACT-
GATGTCATCAGCGGTGGAGTGCAATGTCGTGCAATAC-
GAATGGCGAAAAGCCGAGCTCATCGGTCAGCTTCT-
CAACCTTGGGGTTACCCCCGGCGGTGTGCTGCTGGTC-
CACAGCTCCTTCCGTAGCGTCCGGCCCCTCGAA-
GATGGGCCACTTGGACTGATC-
GAGGCCCTGCGTGCTGCGCTGGGTCCGGGAGG-
GACGCTCGTCATGCCCTCGTGGTCAGGTCTGGACGAC-
GAGCCGTTCGATCCTGCCACGTCGCCCGTTACACCG-



5.

GACCTTGGAGTTGTCTCTGACACATTCTGGCGCCTGC-
CAAATGTAAAGCGCAGCGCCCATCCATTTGCCTTTGCGG-
CAGCGGGGCCACAGGCAGAGCAGATCATCTCTGATC-
CATTGCCCCTGCCACCTCACTCGCCTG-
CAAGCCCGGTCGCCCGTGTCCATGAACTCGATGGG-
CAGGTACTTCTCCTCGGCGTGGGACACGATGCCAACAC-
GACGCTGCATCTTGCCGAGTTGATGGCAAAGGTTCCC-
TATGGGGTGCCGAGACACTGCACCATTCTTCAGGATGG-
CAAGTTGGTACGCGTCGATTATCTCGAGAATGAC-
CACTGCTGTGAGCGCTTTGCCTTGGCGGACAGGTGGCT-
CAAGGAGAAGAGCCTTCAGAAGGAAGGTCCAGTCGGT-
CATGCCTTTGCTCGGTTGATCCGCTCCCGCGA-
CATTGTGGCGACAGCCCTGGGTCAACTGGGCCGA-
GATCCGTTGATCTTCCTGCATCCGCCAGAGGCGG-
GATGCGAAGAATGCGATGCCGCTCGCCAGTC-
GATTGGCTGAGCTCATAAGTTCCTATTCCGAAGTTCC-
TATTCTCTAGAAAGTATAGGAACTTCGAAGCAGCTC-
CAGCCTACAGCTAGCCGCGGTCGATCTTGACGGCTGGC-
GAGAGGTGCGGGGAGGATCTGACCGACGCGGTCCA-
CACGTGGCACCGCGATGCTGTTGTGGGCA-
CAATCGTGCCGGTTGGTAGGATCCAGCGGGTAGGAGG.
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Chapter 5

Isolation and Purification of Natural Products from
Microbial Cultures

Thomas Schafhauser and Andreas Kulik

Abstract

Antibiotic natural products from microbes are characterized by diverse and mostly complex chemical
structures, which challenge their total chemical synthesis and make biotechnological production to the
predominant production route. In order to reach these valuable compounds in the fermentation broth,
sophisticated recovery methods are required, and a high degree of purity is essential for a thorough
exploration of their beneficial properties in subsequent assays. The isolation and purification of natural
products from microbial cultures is mainly based on the repeated application of extraction and chro-
matographic separation methods.
This chapter describes the general strategy of natural product recovery from microbial cultures, gives

theoretical and practical insights to underlying methods—essentially compound extraction and preparative
chromatography—and describes a specific methodical approach to isolate and purify the natural product
fusarubin from the culture of the fungus Fusarium sp.

Key words Natural product, Compound isolation, Purification, Extraction, Downstream processing,
Chromatography, Silica gel, Size-exclusion chromatography, Preparative HPLC, Fusarubin

1 Introduction

Microorganisms such as bacteria and fungi still display a promising
source of novel natural products with antibiotic activity [1–
3]. When a candidate compound has been detected in a microbial
culture—for example, by means of activity assays—important next
steps involve structure elucidation and extensive biological testing
using in vitro assays and animal models in order to characterize the
compound as precisely as possible [4]. Several milligrams of very
pure compound are required to perform these tasks adequately
[5]. Unless the molecular structure is simple and enables chemical
synthesis, the desired compound has to be produced
biotechnologically—that is, cultivation of the producing organism
followed by compound recovery.

Peter Sass (ed.), Antibiotics: Methods and Protocols,
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Unfortunately, microorganisms tend to produce only minor
amounts of the desired compound, which thus represent only a
very small proportion of the cultivation broth [ ]. The broth itself
is a complex mixture of a plethora of molecules, including those
with similar structural and chemical features to the target molecule.
In order to eventually bring the target molecule from its natural
state as a component of a fermentation broth in purity and concen-
tration, sophisticated separation processes have to be applied.
These processes make use of physicochemical differences between
the numerous molecules present. Solubility, hydrophilicity, acid-
base properties, charge, stability (chemical, thermal, oxidative), and
molecular weight are key factors to be considered during the recov-
ery process [ ]. Consequently, principle physicochemical separa-
tion techniques essentially include filtration, solvation, and
adsorption (in the broadest sense). The entire operation is referred
to as downstream processing. The procedure usually is divided into
the stages product isolation (capture), product purification, and
product polishing (see Fig. ).1

7

6
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Fig. 1 General process of compound recovery

1.1 Product Isolation

(Capture)

Downstream processing starts with the isolation of the target mol-
ecule from its original environment. This means—depending on
whether it is secreted into the medium or not—the compound has
to be removed from the cell or from the aqueous surrounding in
order to capture it as a solute in a particulate-free liquid. To achieve
this, the biomass usually first is separated from the culture medium
with appropriate techniques such as filtration (using vacuum or
pressure if required) or centrifugation. This is then followed by
extraction, which is defined as a process of dissolving, washing, or



leaching of substances of a solid or a liquid by the aid of a solvent.
The extracting solvent, the extractant, usually is a liquid but can
also be a solid. The removed soluble fraction is called solute and the
resulting solution that is enriched in solutes is called extract. The
distribution of a solute between the (original) matrix and the
extractant occurs until a state of equilibrium is reached. Conse-
quently, an exhaustive extraction can only be achieved when the
saturated extract is repeatedly replaced with fresh solvent.
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The main purpose of compound isolation is to remove those
components whose properties vary considerably. At this stage of
downstream processing, the sample volume is usually at its largest,
and capacity and recovery are more important than the purification
process per se or the resolution of the method (see Fig. 1). Depend-
ing on the compound’s location (biomass or culture filtrate), dif-
ferent capture methods have to be considered.

1.1.1 Capture from

Biomass

The process of dissolving a desired compound out from a solid
matrix such as cellular material is termed solid-liquid extraction or
leaching. The chosen solvent needs to dissolve both the target
molecule and the lipid bilayer of the membrane in order to destroy
the cell envelope (see Fig. 2, left part). The latter usually is achieved
with nonpolar organic solvents, and a mixture of acetone and
methanol (1:1) works well for the extraction of (moderate) lipo-
philic compounds [8]. For more hydrophilic compounds, polar
solvents in combination with a mechanical or enzymatic cell dis-
ruption can be applied.

Solid-liquid extraction

HN
N
H H

N

H
N

N Cl

ClO

O

O

HO
O

O
OH

Liquid-liquid extraction Adsorption on resin

Fig. 2 Compound capture. The target compound (black circle) is extracted by means of organic solvents or
adsorbent resins from biomass pellets (left) or culture filtrate (middle and right)
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Fig. 3 Overview of the extraction process. Dotted arrows show optional routes

Agitation, heat, or pressure accelerates the adjustment of equi-
librium and hence speeds up the extraction process. This
principle—in parts combined with continuous solvent recharge—
is exploited in several extraction methods (such as digestion, infu-
sion, percolation, the so-called Soxhlet extraction, supercritical
fluid extraction, microwave-assisted, and ultrasound-assisted
extraction). Obviously, the target molecule has to remain intact
during these processes.

When extraction is performed on larger amounts of biomass,
the extract comprises significant quantities of water from the cyto-
plasm of the cells. In this case, the biomass extract usually is partly
evaporated to remove the organic solvents, and then the aqueous
remnant is subjected to a subsequent liquid-liquid extraction [9]
(see Fig. 3 and also next paragraph).

1.1.2 Capture from

Culture Filtrate

(a) Liquid-Liquid Extraction (Partition)

If the desired product is present in the aqueous culture filtrate
(or in the aqueous remnants of the biomass extract), immiscible
solvents that dissolve the target compound have to be used as
extractants, for example, 1-butanol, ethyl acetate, dichloro-
methane, or petroleum benzine. Compounds will dissolve in the
two phases in accordance to their partition coefficient in a process
referred to as liquid-liquid extraction or partition (see Fig. 2, middle
part). Equilibrium conditions usually are reached within seconds
when the liquids are agitated vigorously, and therefore the rate-
limiting steps are settling and phase separation (seeNote 1). Multi-
ple consecutive extractions using small amounts of extractant (e.g.,
5 × 20 mL) are much more effective than using one large volume
(e.g., 100 mL). Extraction conveniently is performed in separation
funnels.

The solvent choice for extraction essentially depends on the
polarity of the target molecule. When functional groups such as
amines, carboxylic acids, or alcohols are present in the target



compound, changes of pH of the aqueous phase can alter the state
of charge which in turn affects polarity and solubility. This can
dramatically facilitate the extraction process.
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Moreover, liquid-liquid extraction can be applied to wash out
unwanted impurities (e.g., defatting with hexane), and also here,
variation of the pH can expose or hide the charge of molecules that
are to be disposed.

(b) Adsorption on Resins

Besides liquid-liquid extraction, the desired compound can
alternatively be captured from the culture filtrate by means of
adsorbent resins, which have a strong affinity for organic molecules
(the process is sometimes called liquid-solid extraction). The adsor-
bent resins consist of highly porous, spherical particles, which are
characterized by large surface areas (see Fig. 2, right part). Structur-
ally, the particle matrices are varieties of synthetic polymers, such as
the cross-linked, hydrophobic polystyrene (also known as aromatic
resin). Resins of the AmberLite XAD series are commonly used in
the field of (microbial) natural product recovery [10, 11], though
there are many others.

The resin is either added directly to the culture filtrate (fol-
lowed by gentle stirring and another filtration), or it is packed in a
column before the culture filtrate is poured over. Moderately lipo-
philic and lipophilic solutes adsorb at the resin via hydrophobic
interactions. Basically, nonpolar parts of the solute are rejected by
the solvent—the aqueous culture filtrate—and are attracted by the
resin matrix (the underlying principles are the same as in reversed-
phase chromatography, see below). The adsorbed molecules are
subsequently eluted by adding increasing amounts of an organic
solvent that is less polar and miscible with water (mostly methanol).
Furthermore, after removal of the organic solvents of the elution
fractions, the aqueous remnant containing the desired compound
can be subjected to liquid-liquid extraction (see Fig. 3). The adsor-
bent resins can easily be regenerated for reuse.

Due to the combination of porosity and large surface of the
resin particles, very high recovery rates of solutes from the culture
filtrate are obtained. The possibility to use small elution volumes
leads to a high concentration of solutes. However, this method
does not provide great selectivity.

1.2 Product

Purification

The intermediate stage “product purification” refers to the proces-
sing and purification of the captured compounds. The main pur-
pose is to separate the desired compound from most of the bulk
impurities. This stage contributes the most significant part of the
entire downstream processing effort, and it requires sensitive and
sophisticated techniques to resolve similar components since con-
taminants might have similar physical and chemical properties to
the target compound.
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The biomass extract can be combined with the extract of the
culture filtrate at this point, if required. To promote product puri-
fication, the extract is gradually subjected to varying separation
procedures resulting in fractions, of which some may contain the
enriched compound of interest. After each purification step, sol-
vents need to be removed in order to narrow down the fraction
volume for the subsequent separation step. Solvent removal is
routinely achieved using rotary evaporators (for organic solvents)
or by lyophilization (freeze-drying, when solvent is water).

The method chromatography is central at this stage. Further-
more, other methods such as crystallization can also be applied,
provided that a certain concentration of the desired compound has
already been reached [12, 13] (see Note 2).

1.2.1 Principles of

Chromatography

Chromatography is a technique for the separation of a mixture of
solutes by means of interaction with two phases. The so-called
mobile phase carries the solutes along an immobile material, the
stationary phase. The system in which the two phases are localized
is termed chromatographic bed. It is either flat (as in thin layer
chromatography, TLC) or a column. Moreover, liquid chromatog-
raphy (LC) and gas chromatography (GC) are distinguished
according to the physical state of the mobile phase, though GC
can only be applied for volatile compounds and those that evapo-
rate at higher temperatures without decomposition.

Mobile and stationary phases are in close contact and separa-
tion of the compound mixture occurs because the different solutes
tend to have different affinities for the stationary phase and thus
some remain longer in or at the stationary phase than others—that
is, they have different retention times (see Fig. 4). Eventually, the
separated solutes elute at different time points (in column chroma-
tography) or appear as different spots (in TLC). Whenever the
separated compounds are intended for later use, the process is
called preparative [14].

time

sig
na

l

Fig. 4 Chromatographic separation of two compounds. A mixture of A (asterisk) and B (black circle) is applied
to the chromatographic system. B interacts stronger with the stationary phase (gray circles) than A, while the
mobile-phase solvent (yellow background) flows through the stationary phase. The constant alternation of
interactions with both phases leads to a gradual separation of the compounds, and finally, A elutes earlier
than B, which is visualized on a chromatogram (right)
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A general preparative column chromatography procedure com-
prises (i) sample loading on top of the column, (ii) sample separa-
tion by applying the mobile phase flow, (iii) elution and fraction
collection, and (iv) analyzing the fractions in order to detect the
desired compound—which in chromatography is named analyte.
The usage of an online ultraviolet-visible (UV-vis) spectroscopic
detector is common for LC systems. Alternatively, if no online
measurement is available, the individual fractions need to be ana-
lyzed either using appropriate detection systems (e.g., LC coupled
to spectroscopic detectors or mass spectrometers, TLC, etc.), or
they are assayed for their biological activity.

In most common chromatographic applications, the stationary
phase consists of spherical, highly porous particles with a large
surface area (similar to adsorption resins). The particle matrix
provides a support for the surface material, on which solute inter-
action takes place. The smaller the particles are, the larger is the
surface area and thus more interactions are possible leading to
increased separation of structurally similar compounds—that is, a
higher resolution of the analytes is achieved (see Note 3). On the
other side, however, small particles cause increased back pressure
on the mobile phase, and hence, pressure is required to guarantee a
constant flow rate. Accordingly, a distinction is made between
“gravity flow” chromatography (no pressure), flash chromatogra-
phy (air pressure), solid-phase extraction (vacuum), low-pressure
LC (LPLC, 40–200 μm particle size), medium-pressure LC
(MPLC, 25–40 μm), and high-pressure LC (HPLC, 3–12 μm).

While different chromatographic techniques function by the
same general principle, the physicochemical interactions between
the solute and the stationary phase—which finally causes
separation—strongly depend on the nature of the particle’s surface.
Basically, one (or sometimes several at once) of the following
processes between solutes and stationary phase occurs: polar inter-
action, nonpolar interaction, ion exchange, affinity, solvation, or
steric hindrance/filtering (see Fig. 5). A large variety of chro-
matographic techniques have been developed on these principles,
and some of the frequently used ones in natural product recovery
are briefly presented in the next paragraphs.

1.2.2 Chromatographic

Techniques in Natural

Product Recovery

(a) Normal-Phase Chromatography

In normal-phase chromatography (also known as adsorption
chromatography), the stationary phase consists of a polar material.
The probably most common is silica gel made of amorphic silicon
dioxide with end-standing polar silanol groups (other material
includes diol-modified silica, aluminum oxide, etc.). Silica gel
forms highly porous particles with a large surface area.

Solutes of the mobile phase adsorb at the silanol groups by
polar and electrostatic interactions (see Fig. 5, polar). When a



compound contains several functional groups, retention is deter-
mined by the most polar one. Consequently, hydrophilic com-
pounds are strongly retained by the stationary phase and
hydrophobic compounds elute first.
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Typically, the elution strength of the mobile phase is increased
during the chromatographic run: starting with a weak, nonpolar
solvent such as hexene or dichloromethane, a miscible solvent that
is more polar (such as methanol or ethyl acetate) is increasingly
added. Alternatively, isocratic separation systems are applied in
which the mobile-phase composition remains constant throughout
the procedure.

(b) Reversed-Phase Chromatography

In reversed-phase chromatography, the polarity conditions of
the whole system are reversed to normal-phase chromatography.
The nonpolar stationary phase is composed of modified silica gel,
which means that silicon dioxide still displays the support matrix
but the end-standing silanol groups are covalently linked to non-
polar groups, most commonly to carbon hydrates (e.g., C8, C18).
Besides, ligands with intermediate polarity exist (e.g., the so-called
phenyl, diol, or cyano phases).

Solutes present in the mobile phase that obtain nonpolar struc-
tural parts are retained due to hydrophobic interactions with the
carbon hydrate ligands (see Fig. 5, nonpolar). The underlying
mechanism of retention involves both, adsorption and partition



[15]. As the bonded ligands are somewhat flexible, the stationary
phase can be regarded as an immobilized solvent able to dissolve
hydrophobic molecules (or parts thereof) that essentially are
rejected by the polar solvent (partition principle). In addition, the
hydrophobic analytes might adhere to the hydrophobic ligand tips
at the interface of both phases (adsorption principle).
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During a usual reversed-phase chromatographic run, the elu-
tion strength of the mobile phase is enhanced, similar to normal-
phase chromatography; however, polarities are opposite: typically, a
weak, polar solvent (usually water) is gradually mixed with increas-
ing amounts of a strong, less polar (miscible) solvent such as
methanol or acetonitrile (see Note 4). As opposite to normal-
phase chromatography, hydrophilic compounds elute first.

(c) Size-Exclusion Chromatography

Size-exclusion chromatography fundamentally differs from the
aforementioned chromatographic techniques, since the surface is
(supposed to be) inert. As a consequence, only steric interactions
take place and, counterintuitively, those compounds that are
retained by steric hindrance elute earlier. This is because only
smaller solutes can enter the stationary-phase particles. The parti-
cles are filled with solvent and provide room for diffusion, which is
why smaller molecules need more time to travel through the col-
umn (see Fig. 5, steric hindrance). In reality, however, also adsorp-
tive effects play a role to some extent, especially in the separation of
low-molecular-weight compound mixtures such as microbial natu-
ral product extracts.

Frequently used stationary phases include Sephadex LH-20
(modified dextran), Bio-Gel P2 (polyacrylamide), and Toyopearl
HW-40 (polymer of ethylene glycol and methacrylate). The choice
of the mobile phase arises from the analyte’s solubility and the
stability of the stationary phase (predominantly water and methanol
are used).

(d) Others

Other chromatographic techniques applied in microbial natural
product recovery are countercurrent chromatography, affinity
chromatography, and ion-exchange chromatography to name a few.

Countercurrent chromatography uses a liquid stationary phase
and operates exclusively by partition principles. It is inherently the
mildest form of chromatography. Even very similar compounds can
have surprisingly different partition coefficients and can be
separated [16].

Affinity chromatography is based on strong and specific bind-
ing between two components of which at least one usually is a
larger biomolecule, such as the pairs protein/antibody, enzyme/
substrate, or enzyme/inhibitor.
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Ion-exchange chromatography relies on bonded polyelectro-
lytes that exchange their counter ions against those dissolved in the
(normally aqueous) mobile phase. The ion-exchange process is
influenced by the type of counter ion, the ion strength, and the
pH. Many different stationary phases are available.

1.3 Product

Polishing

The final processes in the preparation of a pure product refer to as
product polishing. This includes operations to remove contami-
nants and impurities, which at this stage usually only occur in minor
amounts. However, those final impurities often are derivatives of
the target compound with similar physicochemical properties, and
therefore, sophisticated separation techniques with great resolution
are essential. The method of choice is preparative HPLC. Alterna-
tively, crystallization might also be an option to conveniently
increase the product purity (see Note 2). It should be noted here
that an absolute purification is never possible, each purification step
simply causes an enrichment of the target compound, and no
substance has been found to be 100% pure [17].

Product polishing also includes removal of the solvent (which
at this stage often is water) by desiccation, spray-drying, or lyophi-
lization. Finally, the purified compound should be in a form suit-
able for storage, transport, or its intended subsequent use.

1.4 Practical

Concerns in Natural

Product Recovery

Due to the versatile chemistry of natural products, no universal
recovery procedure can be described, and depending on the target
molecule, an individual downstream process has to be developed
each time. When the structure of the target molecule is not known,
the recovery process usually is characterized by a stepwise approach
of testing different separation strategies at which more and more
insights into structural properties of the target molecule are gained.
Evidently, the entire recovery process becomes faster and simpler
when the compound concentration in the starting material is as
high as possible (see Note 5). In order to successfully remove the
unwanted molecules while simultaneously enriching the desired
compound, it is essential to vary between as many different separa-
tion methods as possible. Therefore, a reasonable advice during the
course of downstream processing is to alter the chromatographic
principles, the nature of the stationary phases, the mobile phases, or
at least the gradient of the mobile-phase solvents. Only this ensures
separation of compounds with similar chemical and physical prop-
erties. Even if a method turns out to be nonselective for the target
compound, it still might be very helpful since dominant impurities
could easily be removed—that is, for example, the impurities retain
during chromatography or dissolve in the chosen extractant instead
of the target molecules.

Obviously, it is necessary to keep the stability of the target
molecule in view during downstream processing, and harsh pH,
heat, and reactions with the solvent should be avoided. Finally, the



chosen recovery process also depends on the laboratory equipment
and the available budget. There is usually more than one strategy
that yields a pure compound.
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2 Materials

1. Plastic tubes (only for method described in Sect. 3.1): 2 mL,
15 mL, and 50 mL. Standard glassware (see Note 6): flasks
(baffled, 100 mL and 1 L), beakers (of various sizes, 100 mL–
1 L), separation funnels (e.g., 200 mL, 1 L), tubes for fraction
collector (e.g., 30 mL), bottles (100 mL, 0.5 L, 1 L, 2 L, and
5 L), columns of different sizes (if possible, with frit and
stopcock, see Fig. 6a), Pasteur pipettes.

2. Solvents: methanol, acetone, 1-butanol, ethyl acetate, dichlor-
omethane, dimethyl sulfoxide (DMSO), dimethylformamide,
acetonitrile (see Note 7).

3. Devices: incubator shaker, benchtop centrifuge (for 2 mL,
15 mL, and 50 mL tubes), ultrasonic bath, vacuum pump,
preparative HPLC system (see Fig. 6b), equipment for concen-
tration of extracts such as rotary evaporator, centrifugal vac-
uum concentrator, and lyophilizer.

4. Stationary phases: adsorbent resin AmberLite XAD-16
(optionally Sepabeads SP-207, Diaion HP20), normal-phase
silica gel 60, size-exclusion phase Sephadex LH-20, suitable
prepacked preparative (reversed-phase) HPLC columns.
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Fig. 6 Schematic setup of chromatographic systems in natural product recovery. (a) Column chromatography,
(b) preparative HPLC system
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5. Other material: cheesecloth, diverse tubing (preferably made of
Teflon), potato dextrose broth (PDB).

6. Suitable screening assay to test the biological activity of extracts
and fractions (e. g., inhibition zone test [18]).

3 Methods

In this section we describe (i) pretests that help to develop a
recovery strategy of an unknown biological active compound
from a microbial culture and (ii) a protocol for the recovery of
fusarubin from the fungus Fusarium sp.

3.1 Development of a

Recovery Strategy

If the structure of the active compound in a microbial culture is
unknown, we carry out the following standard protocols to obtain
first ideas about the nature of the molecule. For this purpose, only a
small fraction of the culture broth is needed. Of course, this pretest
protocol does not yield pure compound, but it should help to
isolate and concentrate the desired compound from a larger pro-
duction scale to a purity suitable to apply high-resolution separa-
tion techniques such as preparative HPLC. Note that highly polar
compounds might not be captured with this approach [11].

3.1.1 Locate the Active

Compound

1. Pellet 10 mL of the culture, decant, and collect the
supernatant.

2. Add 10 mL of methanol/acetone (1 + 1) on the pellet, vortex
vigorously, centrifuge, and collect organic phase (pellet extract)
in a fresh tube.

3. Perform activity test with unaffected supernatant and with the
pellet extract in order to assign the activity.

3.1.2 Capture Active

Compound from Biomass

1. Centrifuge 100 mL of the culture, and use the pellet.

2. Add 10 mL methanol/acetone (1 + 1), vortex vigorously, and
centrifuge. Take off the organic phase, evaporate to the aque-
ous remnant, and fill up to 10 mL with water.

3. Transfer three times 3 mL of the aqueous solution to fresh
tubes and adjust the pH to 4, 7, and 10.

4. Perform liquid-liquid extraction: for each pH adjusted extract,
transfer 1 mL in a fresh tube, and add 1 mL of 1-butanol, ethyl
acetate, or dichloromethane, respectively. Vortex vigorously,
centrifuge, carefully take off the organic phase with a glass
Pasteur pipette (note that dichloromethane has higher density
than water), and evaporate to dryness. Resuspend in 500 μL
methanol (if applicable, DMSO can be used instead).

5. Perform activity test with the biomass extracts.
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3.1.3 Capture Active

Compound from Culture

Supernatant

Centrifuge 100 mL of the culture, and use the supernatant for
liquid-liquid extraction and for the adsorption test on resins.

(a) Liquid-Liquid Extraction

1. Transfer three times 3 mL of the supernatant to fresh tubes
and adjust the pH to 4, 7, and 10.

2. For each pH adjusted supernatant, transfer 1 mL in a fresh
tube, and add 1 mL of 1-butanol, ethyl acetate, or dichlor-
omethane, respectively. Vortex vigorously, centrifuge, care-
fully take off the organic phase, and evaporate to dryness.
Resuspend in 50 μL methanol or DMSO.

3. Perform activity test with the extracts.

(b) Adsorption Test on Resins

1. Prepare a small glass column (volume ca. 15 mL) for each
polystyrene adsorbent resin to be tested (see Note 8).

2. Fill in approx. 5 mL of one of the adsorbent resins, and add
sufficient water to generously wet the resins. If necessary,
stir with a glass rod or similar to remove air. Add more
water and adjust the flow rate to approx. 10 bed volumes
per hour (see Note 9).

3. Add 20 mL of the culture supernatant. Whenever the
applied liquid changes, wait until the previous liquid has
flowed completely into the resin.

4. Consecutively wash/elute with 20 mL of 0%, 20%, 40%,
60%, 80%, and 100% methanol in water, and collect elution
fractions separately in a tube or beaker (see Notes 10 and
11).

5. Take 2 mL of each fraction, evaporate to dryness, resus-
pend in 100 μL MeOH, and perform activity test (seeNote
12).

3.1.4 Normal-Phase

Chromatography in Pretest

1. Depending on the location of the active compound (see steps
3.1.1), use either 50 mL of culture supernatant or 50 mL of
the aqueous remnant obtained from a 50 mL methanol/ace-
tone pellet extract that in turn has been prepared from 50 mL
culture broth.

2. Depending on the best liquid-liquid extraction result in the
pretest, adjust the pH accordingly, and extract with 50 mL of
the appropriate organic solvent using a separating funnel.

3. Take off the organic phase, evaporate to dryness, and resolve in
10 mL (or more) dichloromethane (see Note 13).

4. Prepare the silica column: pour 25 mL of silica gel 60 (seeNote
14) in a beaker, add sufficient dichloromethane, stir the slurry
by swirling, and pour the slurry in a 50 mL glass column
(smaller columns increase the risk of air bubbles and are not
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recommended). Adjust the dichloromethane solvent flow rate
to approx. 2 bed volumes per hour. Whenever the applied
liquid changes, wait until the previous liquid has flowed
completely into the gel.

5. Load the sample directly on the gel (see Note 15), consecu-
tively wash/elute with 2 bed volumes of 0%, 2%, 5%, 10%, and
20% methanol in dichloromethane (see Note 10). Collect each
fraction separately in an appropriate container (see Note 16).

6. Take 2 mL of each fraction, evaporate to dryness, resuspend in
100 μL methanol, and perform activity test (see Note 12).

3.2 Recovery of

Fusarubin as an

Example

This section provides a protocol for the recovery of fusarubin and
structural derivatives from the cultivation broth of the fungus
Fusarium sp. The fungus has been isolated as an endophyte from
the plant Aster tataricus [19].

3.2.1 Fungus Cultivation

and Compound Capture

1. Cultivate the pre-culture: add 50mL PDB and some fungal cell
material from a cryo- or permanent culture (see Note 17) to a
100 mL baffled Erlenmeyer flask. Incubate for 3 days at 25 °C
while shaking (180 rpm).

2. Cultivate the main culture: add 1.6 L PDB and 5 mL of the
pre-culture (see Note 17), mix and split on four baffled Erlen-
meyer flasks (size 1 L), and incubate for 10 days at 25 °C and
180 rpm.

3. Separate biomass from the aqueous culture using a funnel
covered with cheesecloth (or a similar filtering material).
Wring out the cheesecloth and discard the retained biomass.

4. Adjust the pH of the filtrate to approx. 4 using concentrated
hydrochloric acid. Consecutively extract five times with 1 L
1-butanol using a separation funnel, and collect and combine
the butanol phases. Evaporate to dryness. Yield of the crude
extract: 1.6 g.

3.2.2 Fungal Extract

Purification on Silica

Column

1. Prepare the sample (for dry loading): dissolve the crude extract
in generous amounts of methanol in a round-bottom flask, add
10 mL (or more) silica gel, and evaporate to dryness (see Note
13).

2. Prepare the silica column: pour 150 mL of dry silica gel 60 (see
Note 14) in a beaker, add sufficient dichloromethane, stir the
slurry by swirling, and pour the slurry in a 200 mL glass
column (dimensions for instance: 40 cm length x 2.5 cm
inner diameter [i.d.]) (see Note 18). Adjust the dichloro-
methane solvent flow rate to approx. 2 bed volumes per hour
(see Note 10). Whenever the applied liquid changes, wait until
the previous liquid has flowed completely into the gel.
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3. Load the sample (seeNote 15): fill the dry silica gel loaded with
extract on top of the column bed, wet the loaded sample with
dichloromethane, and restart the flow.

4. Consecutively wash/elute with 2.5 bed volumes of 0%, 2%, 5%,
5%, 5%, and 10% methanol in dichloromethane (see Note 19).
Collect each of the six fractions separately in an appropriate
glass container (see Note 16).

5. Combine the fusarubin-containing (bioactive) fractions 2–5
and evaporate to dryness. This yields up to 370 mg.

3.2.3 Purification

Fusarium-Containing

Fractions on Size-Exclusion

Column

1. Prepare a Sephadex LH-20 column: pour 200 mL of dry
Sephadex LH-20 in a Büchner flask, add the solvent metha-
nol/dichloromethane (1 + 1) until the material becomes a
slurry gel, and swell the gel for at least 3 h at room temperature.
Briefly degas by applying vacuum and then pour the slurry into
a glass column with appropriate dimensions (e.g., length 90 cm
× 2.5 cm i.d.; see Note 20), and open the column outlet.
Remove any air bubbles with a glass rod. Attach a reservoir
filled with solvent (seeNote 10). Adjust the flow rate to approx.
30 mL/h (see Note 21). Equilibrate the column with at least
2 bed volumes of solvent.

2. Sample preparation: dissolve the sample obtained from the last
purification step in as little solvent as possible (solvent: metha-
nol/dichloromethane (1 + 1)) (see Note 22).

3. Sample loading: disconnect the column from the reservoir, let
the solvent sink in (see Note 23), and carefully load the sample
onto the surface of the gel (optimally 1 mL, max. 2.5 mL per
run, use a glass Pasteur pipette). Make sure not to whirl up the
gel. The column must never get dry. Immediately after sample
loading, carefully fill up with solvent and then reconnect the
tube to the reservoir.

4. Constantly collect fractions (e.g., every 15 minutes) (see Note
24), and screen the fractions, for example, by analytical HPLC-
UV/vis or by activity testing for the presence of fusarubin (see
Note 25).

5. Combine all relevant fractions and evaporate to dryness. This
yields up to 280 mg.

3.2.4 Polishing Fusarubin

on Preparative Reversed-

Phase HPLC

1. Prepare the preparative HPLC system: install a purchased, pre-
packed column (stationary phase: C18 [e.g., ReproSil-Pur
Basic-C18, Dr. Maisch], dimensions: 250 mm length x
20 mm i.d., particle size 10 μm), attach the degassed mobile-
phase solvents water and acetonitrile in separate bottles (see
Note 26), launch the system according to manufacturer’s spe-
cifications, and program an appropriate gradient (e.g., 40% to
100% acetonitrile in water in 20 min, see Notes 4 and 27).
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2. Apply flow rate (24 ml/h) for 15 min to equilibrate the column
under starting conditions (40% acetonitrile).

3. Sample preparation and loading: dissolve the sample obtained
from the last purification step in as little dimethylformamide as
possible (see Note 22). Load max. 4 mL on the column when
using a 5 mL injection loop (see Fig. 7, seeNote 28), apply flow
rate, and start the programmed solvent gradient.

4. Manually collect six different compound fractions in round-
bottom flasks (see Note 29) while observing the detector
(230 nm, see Note 30).

5. Repeat steps 2–4 with remaining sample (e.g., we need 13 runs
in total).

6. Combine the respective fractions and completely remove sol-
vent (by evaporation and freeze-drying, see Note 31). This
yields up to100 mg of compound 1 (cmp1 = fusarubin),
7 mg of cmp2, 24 mg of cmp3, 22 mg of cmp4, 5 mg of
cmp5, and 17 mg of cmp6.

7. Prepare all six samples for the final chromatographic
separation step: dissolve each compound in as little dimethyl-
formamide as possible (see Note 22).

8. Change the HPLC column (use a column with same dimen-
sions but different phases [e.g., ReproSil-Pur 120 ODS-3,
Dr. Maisch]), equilibrate the column for 15 min, consecutively
load the samples, apply flow, and start the individual solvent
gradient (35–60% for cmp1, 45–70% for cmp2, 50–80% for
cmp3, 55–85% for cmp4, 62–90% for cmp5, 65–100% for
cmp6, acetonitrile in water for 15 min, respectively).

9. Manually collect six different compound fractions while
observing the detector (230 nm) in round-bottom flasks, com-
bine the respective fractions, and remove the solvent by evapo-
ration and freeze-drying (see Note 31).
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Fig. 8 Natural products recovered from Fusarium sp. About 5 mg of each—fusarubin and five additional
compounds, likely structural derivatives—are stored in pure form (purity approx. 95–99%, according to
analytical HPLC-UV/vis and HPLC-mass spectrometric measurements). The molecular structure of fusarubin is
shown; the structure of the other compounds is still unknown

10. This yields pure compounds of approx. 82 mg of fusarubin
(cmp1), 5 mg of cmp2, 20 mg of cmp3, 16mg of cmp4, 16 mg
of cmp5, and 4 mg of cmp6 (see Fig. 8).

4 Notes

1. Phase separation is accelerated by centrifugation or by adding
salt (usually sodium sulfate) to the liquids.

2. Crystallization occurs when the solubility of the solutes is
somehow reduced. This can be achieved by (i) cooling,
(ii) addition of an anti-solvent, (iii) solvent removal, or
(iv) upon chemical reaction (precipitation).

3. There are more factors that influence resolution of compounds
besides the size of stationary-phase particles; in particular, these
include particle size distribution and mobile-phase flow rate.

4. It might be crucial to add some acid or base to the mobile-
phase solvents in order to hide charges of analytes by neutraliz-
ing their functional groups. This increases potential nonpolar
interactions. In preparative HPLC, volatility of the additives
(i.e., a low boiling point) is more important than UV compati-
bility with the sensor. Using trifluoroacetic acid—a common
additive in analytical HPLC—in a preparative approach can
problematically reduce the pH when the fraction is evaporated
after the HPLC run and potentially destroys the compound.
More suitable additives (since more volatile) are formic acid or
ammonia, usually in concentrations of 0.1%.

5. A high concentration of the desired compound in the starting
material (i.e., the cultivation broth) is essential and dramatically
facilitates the whole downstream process. The usage of com-
plex production media with many ingredients might lead to
higher production titers than defined media; however, it must
be considered that this simultaneously introduces a whole host
of further potential contaminants.
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6. Use consequently glassware (or steel columns) when working
preparatively, as softening agents hard to get rid of might
dissolve from plastic material when organic solvents are used.

7. Always consider safety and purity of solvents. Take precautions
when solvents are toxic (to humans or to the nature) and/or
flammable and explosive. In the first steps of compound recov-
ery (e.g., during compound capture), purity is not so impor-
tant, and the use of technical-grade solvent can save much
money. Toward the later stages, however, purity is extremely
crucial, since non-ultrapure solvents can be a considerable
source of impurities, which remain and are even concentrated
during solvent removal. This also applies to water.

8. Polystyrene resins are characterized by a large surface area
(300–750 m2/g), relatively large particles (100–1000 μm, no
pressure needed), and a great chemical stability (pH ranges
from 1 to 14 and numerous organic solvents are tolerated).

9. A flow rate of 10 bed volumes per hour for pretests and 5 bed
volumes per hour in the actual application are common prac-
tices for adsorbent resins. The sample volume is no issue and
can be very high. As a rule of thumb, the amount of resin is
often 10% of the volume of the culture filtrate.

10. Solvents are added manually, or they are supplied in a reservoir,
from which they are transported either with a peristaltic pump
or by hydrostatic pressure. For the latter, the reservoir has to be
positioned slightly elevated regarding the column outlet, and
the connecting tube (use Teflon for dichloromethane instead
of silicone) has to be attached airtight to column head (princi-
ple of communicating vessels).

11. Regenerate polystyrene resins by applying each 4 bed volumes
of (i) a 9 + 1 mixture of methanol and 1 M hydrochloric acid
followed by (ii) acetone and (iii) 1 M sodium hydroxide (use
lab coat, protective gloves, and goggles!). Then wash the col-
umn extensively with water until neutrality (check with pH
indicator paper).

12. There are several possible reasons if no activity is detected in
the fractions [7]: (i) the active compound is still on the column,
(ii) the compound is unstable under chosen conditions, (iii) the
compound is spread on too many fractions causing undetect-
able concentrations, or (iv) the activity may have arisen of a
synergy effect of two or more compounds, which now are
separated from each other.

13. When the sample is insoluble in the nonpolar mobile phase—
which frequently occurs—simply dissolve the sample in an
appropriate (volatile) solvent such as methanol, transfer it
into a round-bottom flask, add generous amounts of silica
gel, and evaporate the mixture to dryness. The sample will
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now stick to the dry silica particles and can directly be loaded
on top of the column material. Once on the column, quickly
add some mobile-phase solvent.

14. The number “60” indicates that the mean pore diameter of the
silica particles is 60 Å, which is the most commonly used mate-
rial. Typical distribution of the particle size is 70–230 μm. The
particle surface area is large (200–800 m2/g). As an alternative
for silica gel, diol-modified silica gel can be used (e.g., LiChro-
prep Diol, standard gradient for elution: 0%, 1%, 2%, 3%, 4%, 5%
methanol in dichloromethane).

15. Capacities of normal-phase material are high. Silica gel can be
loaded with roughly up to 20 g of sample per L bed volume,
LiChroprep Diol with approx. 4–10 g per L bed volume. The
sample volume is not an issue.

16. Silica gel is cheap and thus usually is discarded after usage.
Expensive materials such as LiChroprep Diol, however, can
be regenerated—that is, removed from bound substances—
using methanol (add 1% acetic acid in methanol, if necessary,
then wash again with pure methanol). Then store dry.

17. Filamentous fungi tend to produce pellets in liquid culture,
especially when the inoculum material is clumpy. To obtain a
dispersed culture, homogenize the inoculum material with a
sterile glass homogenizer.

18. Silica gel chromatography can be performed in columns that
do not have a frit. However, precautions need to be taken to
avoid leakage of the gel: add some solvent and close the tap,
then push some glass wool on the outlet using a glass rod or
similar, and add sea sand (~ 2 cm layer). Now, pour in the silica
gel.

19. If the eluate is colored during stepwise gradient elution, always
apply as much elution solvent of the current solvent mixture
until the colored compound has eluted entirely. Otherwise use
approx. 2.5 bed volumes.

20. In contrast to other column chromatographic techniques
where a column length of ~30 cm is sufficient, size-exclusion
chromatography requires much longer columns (1 m is opti-
mal) to enable adequate separation of compounds of different
sizes (the diffusion processes take time). Moreover, install the
column exactly vertically.

21. In size-exclusion chromatography, only a small sample volume
can be applied to the column bed since no concentration
effects occur during the chromatographic run. Likewise, the
flow rate has to be slow to allow good resolution of the differ-
ent analytes. As a general rule for 2.5 cm columns (diameter),
follow these guidelines: optimal flow rate 30 mL/h, optimal
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sample volume 1 mL, and optimal sample amount 200 mg.
Note that these values change in proportion to the square of
the column diameter. A reasonable way to adjust the flow rate is
to use adequately small capillary tubes at the column outlet.

22. Always centrifuge the sample before loading to avoid precipi-
tates at the top of the stationary-phase material, which will
gradually dissolve with the solvent stream and ruin the separa-
tion. Resolve any pellets in the sample tube with fresh solvent
for a subsequent run.

23. The surface at the top of the stationary phase in size-exclusion
chromatography has to be exactly plain before the sample is
loaded to obtain an optimal resolution of the analytes. If this is
not the case, simply whirl up some gel material and let it settle
again while applying a constant solvent flow. For sample appli-
cation, better use a short Pasteur pipette since long ones easily
brake and fall onto the gel material.

24. Any compounds that stick to the Sephadex LH-20 or Toyo-
pearl HW-40 gel material can be eluted with a 9 + 1 mixture of
methanol and 1 M ammonium acetate (alternatively, 1% acetic
acid in methanol can be used). Afterward, wash thoroughly.

25. If a large number of fractions has been collected, the com-
pound screening process can be facilitated by analyzing only
every third, fourth, or fifth position, since the active compound
usually is spread over several fractions. Only when an active
fraction has been identified, the neighboring intermediate frac-
tions are analyzed in a further screening.

26. Degas all solvents before usage in preparative HPLC by means
of a vacuum pump and an ultrasonic bath to avoid that dis-
solved air interferes with the detector (degassing water takes at
least 30 min, for organic solvents ~1 min is sufficient). Helium
sparging during the chromatographic run is not necessary.

27. Before running a preparative HPLC, the optimal separation
conditions need to be established in a pilot run using a smaller
column (same length, smaller diameter) with identical station-
ary phase. Use only few amounts of the sample. Reduce the
flow rate accordingly: if the column diameter is reduced by half,
then the flow rate must be reduced to one quarter to maintain
the original linear flow [20].

28. Sample amounts of approx. 20–100 mg can be considered as a
rough guide in terms of loading capacity for columns with
~20 mm i.d., but it finally depends on the separation properties
and the purity of the content. With regard to the solvent, the
sample is ideally dissolved in the mobile-phase solvent (starting
condition). If this is not possible, dissolve the sample in a small
volume of a completely miscible solvent, and mix with the
mobile phase in the injection syringe [21].
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Fig. 9 Chromatogram with overlapping compound peaks. Fractionation is
illustrated by numbers

29. When compounds are not completely separated (i.e., when the
compound peaks are partly overlapping), collect an intermedi-
ate fraction containing the compoundmixture (see Fig. 9), then
evaporate, resolve, and reapply it in a new run.

30. According to experience, UV detection at 210 nm is too
sensitive in preparative chromatography as compound density
in the eluate is much higher than in analytical chromatography.

31. Ideally for lyophilization, the sample/compound is dissolved
in pure water. Another solvent appropriate for lyophilization is
50% tert-butyl alcohol.
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Chapter 6

Structure Elucidation of Antibiotics

Julia Moschny, Georgios Daletos, Peter Proksch,
and Chambers C. Hughes

Abstract

To date, there are hundreds of characterized natural products with antibacterial activity against pathogenic
bacteria, and several have become bonafide antibiotic drugs. The development of antibacterial natural
products into antibiotic drugs, both in the past and in the future, hinges upon an accurate description of the
exact chemical structure of the compound. Bolstered by some form of mass spectrometry (MS), nuclear
magnetic resonance (NMR) spectroscopy is the primary technique for elucidating the chemical structure of
organic molecules including natural products. By combining various one-dimensional (1D) and
two-dimensional (2D) experiments, the connectivity between atoms is established and a complete “picture”
of the molecule is thereby revealed.

Key words NMR, HPLC-MS, Structure elucidation, Antibiotics, Natural products, Tylosin A

1 Introduction

The vast majority of antibiotics are categorized as natural products,
semisynthetic natural product derivatives, and natural product-
inspired compounds [1]. Thus, most antibiotic structures were
taken from nature either directly or indirectly; all come frommicro-
organisms and most come from bacteria. Remarkably, the most
prolific source of bacterial derived antibiotics is one specific group
of filamentous, soil-dwelling bacteria known as the actinomycetes,
which includes the renowned genus Streptomyces. Some antibiotics,
such as ciprofloxacin and linezolid, are purely synthetic. Their
structures bear little to no resemblance to those of naturally occur-
ring compounds.

The discovery of penicillin in 1928 heralded the “Golden Age
of Antibiotic Discovery,” a period from about 1940 to 1960, when
the majority of antibiotics used today were first discovered
[2, 3]. Detailed analysis of bacterial cultures during that time led
to the discovery of entirely new classes of antibiotics, such as
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aminoglycosides (e.g., kanamycin), tetracyclines (e.g., doxycy-
cline), amphenicols (e.g., chloramphenicol), cephalosporins (e.g.,
cephalexin), macrolides (e.g., erythromycin), glycopeptides (e.g.,
vancomycin), and ansamycins (e.g., rifamycin). After this period,
the pace of discovering new antibiotic classes greatly diminished.
Today, new antibiotics have reached and continue to reach the
market, but their core structures are borrowed from the older
classes of antibiotics. In other words, except for a few exceptions
(e.g., the lipopeptide daptomycin, the lipiarmycin fidaxomicin, the
pleuromutilin retapamulin), new antibiotic classes are not being
developed. Instead, old antibiotics are continuously being
“tweaked” to extend their efficacy in the face of widespread antibi-
otic resistance. Although this strategy has been successful—a tri-
umph of modern medicinal chemistry—it is not likely to succeed
indefinitely. For this reason, the discovery and development of new
antibiotics, especially those belonging to entirely new antibiotic
classes, is critical to avoid a return to the pre-antibiotic era.
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The good news is that microorganisms still possess enormous
potential to provide new antibiotics in the future. Bioinformatic
analysis of bacterial and fungal genomes shows an enormous num-
ber of “orphan” biosynthetic gene clusters, the genetic blueprint of
potential lifesaving antibiotics, for which no characterized com-
pounds exist [4]. Accessing the natural products from these
“silent” biosynthetic gene clusters is not necessarily an easy task,
but new methods are continuously being developed to do just this.

The bad news is that natural products chemistry is expensive
and time-consuming. Generally speaking, purifying antibacterial
compounds from complex mixtures of bacterial metabolites is labo-
rious. Obtaining sufficient quantities of these compounds for full
biological characterization is often arduous. Defining the chemical
structure of a potential antibiotic is also fraught with difficulty. On
the one hand, natural products can be large, complex chemical
entities with multiple carbon stereogenic centers that must be
properly defined. On the other hand, thousands of antibacterial
compounds have already been isolated, characterized, and tested.
The ability to rapidly elucidate the molecular structure of an anti-
bacterial “hit” and thereby distinguish a known chemical scaffold
from a new drug lead is vitally important. Devoting limited
resources to a compound from the past is highly undesirable,
while focusing efforts on a new drug lead can have an immense
impact on human health.

High-performance liquid chromatography-mass spectrometry
(HPLC-MS) is a magnificent method for defining the components
of a complex mixture like a bacterial extract. The basics of liquid
chromatography are covered in the Chap. 5 on “Isolation and
purification of natural products from microbial cultures” by Schaf-
hauser and Kulik in this edition. Coupling an HPLC system to a
mass spectrometer provides, in the case of high-resolution



instruments, a putative molecular formula for each chemical con-
stituent without the need to actually isolate the compound. “Guid-
ing” the isolation and discovery of antibacterial compounds using a
combination of HPLC-MS and antibacterial bioassays can be
extremely effective.
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Once an antibacterial compound in a bacterial extract is
deemed worthy of the time and effort required to purify and
characterize it, a decision which usually has something to do with
its perceived structural novelty or unique mechanism of action
[5, 6], nuclear magnetic resonance (NMR) spectroscopy becomes
indispensable [7]. The NMR section of this chapter is an update to
a previously published chapter in the first edition of this book
[8]. NMR spectroscopy is central to natural product structure
elucidation because it is finely tuned to the detection of hydrogen
(H) and carbon (C) atoms, which are the most common atoms in
organic molecules including natural products. Depending on the
size, position, and appearance of proton or carbon signals in an
NMR spectrum, the immediate environment of the atoms can be
discerned. 1H NMR spectroscopy is highly sensitive because 100%
of proton atoms exist as the NMR active 1H isotope; 13C NMR
spectroscopy is inherently less sensitive since only 1.1% of carbon
atoms exist as the NMR active 13C isotope. Two-dimensional
(2D) NMR experiments, the most useful of which relate protons
to other protons or protons to carbons, provide a map that can
directly reveal chemical structure when deciphered by a seasoned
spectroscopist.

2 Materials

2.1 Extract Analysis

and Structure

Dereplication by HPLC-

(HR)MS

1. HPLC-(HR)MS system with a binary or quaternary pump,
autosampler, and (high-resolution) mass spectrometer.

2. Analytical RP-C18 HPLC column.

3. Acetonitrile (MS grade).

4. Water (MS grade).

5. Formic acid (MS grade).

6. Glass vial with dried extract.

7. Methanol (HPLC grade or better) (see Note 1).

8. High-speed benchtop centrifuge (see Note 2).

9. Glass Pasteur pipettes, rubber bulb, centrifuge tubes, glass vials
for HPLC with septum caps (see Note 3).

10. Access to a natural product database, e.g., COCONUT, The
Natural Products Atlas, Dictionary of Natural Products (see
Note 4).
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2.2 Structure

Elucidation by NMR

1. Glass vial with purified compound (see Note 5).

2. Deuterated solvents, such as DMSO-d6, CDCl3, acetonitrile-
d3, methanol-d4 (see Notes 6 and 7).

3. NMR tubes (see Notes 8 and 9).

4. Glass Pasteur pipettes, rubber bulb, glass wool, and Teflon tape
(see Note 10).

3 Methods

3.1 Extract Analysis

and Structure

Dereplication by HPLC-

(HR)MS

1. Dissolve the extract in methanol at a concentration of 1 mg/
mL (see Notes 1 and 11).

2. If insoluble material is observed, transfer the solution into a
centrifuge tube and spin down the insoluble material at maxi-
mum speed (min. 13,000 g) for 5 min at room temperature (see
Note 2).

3. Transfer the supernatant into a glass vial for HPLC and close it
with a septum cap (see Note 3).

4. Select an HPLC screening method for reversed-phase chroma-
tography with gradient elution from a low to high proportion
of acetonitrile. Adjust all parameters to your column dimen-
sions and instrumental setup (see Note 12).

5. Select two MS signal traces for monitoring and set one to full
mass scan in positive mode and one to full mass scan in negative
mode (see Note 13).

6. Analyze the extract on the HPLC-(HR)MS by injecting 1–5 μL
of the sample solution (see Note 11).

7. Extract the mass spectrum of your peak of interest from theMS
chromatograms and determine the exact mass of the com-
pound (see Notes 13 and 14). The MS chromatogram
obtained via HPLC-MS analysis of a microbial extract is
shown in Fig. 1. The MS spectrum of the natural product
with a retention time (tR) = 6 min is depicted. The HRMS
spectrum of the same natural product, obtained via HPLC-
HRMS analysis, is shown in Fig. 2.

8. Enter the exact mass (or calculated molecular formula) of your
compound of interest into the query of your NP database and
examine putative matches (see Notes 15–17).

3.2 Sample

Preparation for NMR

Analysis

1. Dry the purified compound (see Note 5).

2. Use a glass Pasteur pipette for adding a suitable deuterated
solvent to the sample (see Note 18).

3. If necessary, filter your sample using glass wool (see Note 19).

4. Pipette the sample into an NMR tube (see Notes 20 and 21).
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Fig. 1 MS chromatogram (BPC) of a microbial extract obtained using an HPLC-MS in positive mode. The MS
spectrum of a natural product with a pseudomolecular ion m/z [M+H]+ = 916.5 is depicted. The exact mass,
therefore, is 915.5. In practice, structure dereplication using low-resolution exact mass data is difficult
because many matching molecular formulae exist and so too many compounds will “fit” the data

5. Wrap a piece of Teflon tape around the cap of the NMR tube
(see Note 22).

6. Label your sample at the top of NMR tube.

3.3 Useful

Information from NMR

Measurements

At this point, it is important to emphasize the most useful informa-
tion that can be extracted from NMR spectra, including the chemi-
cal shift, coupling constant, and integration.

3.3.1 Chemical Shift 1. The chemical shift (δ) is a measure of the resonant frequency of
an NMR-active nucleus (e.g., 1H, 13C, or 15N) and is reported
in parts per million (ppm) (see Note 23).

2. The chemical shift denotes the positions of the NMR peaks
relative to a reference compound (usually residual solvent or
TMS) (see Note 6).

3. By convention the shielded signals of TMS are set to 0 ppm,
situated on the right side of the chemical shift scale in the NMR
spectrum. The resonances of common functional groups are
less shielded, that is, they have higher shifts, and appear left of
the TMS signal.
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Fig. 2 HRMS spectrum of a natural product with a pseudomolecular ion m/z [M+H]+ = 916.5270, which
matches C46H78NO17

+ (calculated mass = 916.5264) with an error of only 0.6 ppm. The molecular formula of
the natural product, therefore, is C46H77NO17. The COCONUT database shows three hits for this molecular
formula: angolamycin, abutiloside B, and tylosin A. The possibility that the compound has a previously
undescribed structure with the molecular formula C46H77NO17, i.e., that the compound is “new,” cannot be
ruled out. Notice that, in a strictly mathematical sense, other molecular formulae match the measured m/z
within an acceptable error range. In a chemical sense, however, compounds with certain molecular formulae
(e.g., C45H61N19O3) are not likely to exist. In practice, once a compound is purified,

1H and 13C NMR data are
taken into consideration when proposing molecular formula from mass data, and this practice further reduces
the number of matching molecular formulae (see Subheadings 3.3.3 and 3.4)

3.3.2 Coupling Constant 1. Coupling constant is the absolute separation between two and
more peaks (splitting) of each NMR signal, arising from cou-
pling between nuclei, such as proton-proton or proton-carbon
coupling.

2. This intramolecular communication, caused by through-bond
interactions of nuclei, is the phenomenon known as spin-spin,
scalar, or J-coupling (see Note 24).

3. J-couplings are measured in cycles per second (Hz), and their
magnitude depends on the distance between nuclei, their rela-
tive configuration, and their chemical environment.

4. The observation of J-couplings is important, as useful struc-
tural information can be derived, including bond linkage (see
Note 25) and molecular conformation (see Note 26).

3.3.3 Integration 1. In the 1H NMR spectrum, integral values of peak areas under-
neath the NMR signals are proportional to the number of
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equivalent hydrogen atoms producing the signal in the mole-
cule (see Note 27).

2. In sample mixtures, the quantitative relationship between the
individual components can be determined by the different ratio
of the integrals in the spectrum.

3.4 1D NMR Methods The 1D NMR spectrum is a plot showing amplitude along a
frequency axis, which is typically the chemical shift axis. To obtain
this spectrum, the nuclei are irradiated and generate signals that are
detected in the time domain and then converted mathematically
into the frequency domain by employing a mathematical procedure
known as Fourier transformation.

3.4.1 1H NMR 1. By measuring a 1H NMR spectrum, we observe frequency
ranges of 1H resonances with common chemical shifts from
0 to 12 ppm. Thus, a typical spectral window for 1H NMR is at
least 12 ppm wide. The 1H NMR spectrum of tylosin A at
700 MHz in acetonitrile-d3 is shown in Fig. 3 (see Note 28).

2. Reference signal(s) in the 1H NMR spectrum to the residual
solvent peak.

3. Integrate the 1H NMR spectrum to obtain a total hydrogen
count (see Note 29).

4. List all 1H NMR chemical shifts to two decimal places (see
Note 30).

5. List the multiplicities and coupling constants (J in Hz) for all
1H NMR signals (see Note 31).

6. Inspect the spectrum and identify obvious functional groups,
such as aldehydes (�9.0–10.0 ppm), aromatics
(�7.0–8.0 ppm), alkenes (�5.0–7.0 ppm), methoxy
(�3.5–4.0 ppm), and methyl (�1.0–2.0 ppm) groups, from
their characteristic shifts, multiplicities, and integrations (see
Note 32).

3.4.2 13C NMR 1. The 13C NMR spectrum shows the chemical shifts of carbon
resonances and thus the total carbon number of a molecule.
The frequency range for common 13C shifts is from 0 to
220 ppm. Due to the low isotopic abundance (1.1%) of 13C,
as well as its inherent low sensitivity (~1/64 to that of 1H), the
signals are weaker than those of 1H, and thus more time for
spectra recording is required (see Notes 33 and 34). The 13C
NMR spectrum of tylosin A at 175 MHz in acetonitrile-d3 is
shown in Fig. 4.

2. Reference the 13C NMR spectrum to the deuterated
solvent peak.
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Fig. 3 1H NMR spectrum (700 MHz) of tylosin A in acetonitrile-d3 (CD3CN). The spectrum was referenced to
residual solvent (CHD2CN), which gives a reliable signal at 1.94 ppm. Water (H2O) is responsible for the other
large signal at 2.13 ppm. Given that there are 77 individual protons in the structure of tylosin A, the 1H NMR
spectrum is rather complex. The insert shows the less crowded region between 7.4 and 4.8 ppm, with signals
that all integrate to 1H

3. List all 13C NMR chemical shifts to one decimal place (see
Note 35).

4. As in the case of the 1H spectrum, inspect the 13C spectrum for
obvious functional groups, such as carbonyls (�170–220
ppm), aromatics (�100–155 ppm), alkenes (�110–150
ppm), and methoxy (�50–60 ppm), and methyl (�10–30
ppm) groups.

3.5 2D NMR Methods A 2D NMR spectrum is obtained using multipulse experiments
that correlate signals from two frequency domains (f1 and f2).
Contour plots show cross peaks that associate information on one
axis with information on the second axis. These methods are valu-
able tools for structure determination of complex compounds,
since either through-bond or through-space interactions are
revealed between nuclei of the same (homonuclear, typically pro-
ton) or different (heteronuclear, typically proton and carbon)



elements (see Note 36). In addition, cross peaks observed in 2D
spectra allow the assessment of accurate chemical shift values and J-
couplings that cannot be assigned directly from the 1D spectrum
due to signal overlap.
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Fig. 4 13C NMR spectrum (175 MHz) of tylosin A in acetonitrile-d3 (CD3CN). The spectrum was referenced to
the fully deuterated solvent, which gives reliable signals at 118.3 ppm and 1.3 ppm

3.5.1 COSY 1. The homonuclear shift correlation spectroscopy (1H,
1H-COSY, or COSY) spectrum shows the through-bond cou-
pling connectivities between groups containing hydrogen
atoms, based on geminal (2J) and vicinal (3J) proton couplings
(see Notes 37 and 38). The COSY spectrum of tylosin A in
acetonitrile-d3 is shown in Fig. 5.

2. The 1H spectrum of the sample is set on both horizontal (f2)
and vertical (f1) axes. Autocorrelated peaks appear on the diag-
onal (δ1 = δ2), which is the symmetrical axis of the COSY
spectrum.

3. A signal situated off the diagonal is called a cross peak and
appears whenever protons with resonances at δ1 and
δ2 (δ1 ≠ δ2) are coupled to one another.
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Fig. 5 COSY spectrum of tylosin A in acetonitrile-d3 (CD3CN). The spectrum was referenced to residual solvent
(CHD2CN). The COSY correlation between the proton signals at 7.18 ppm and 6.43 ppm is indicated with
dashed lines

4. A pair of coupled protons can be identified by lines through the
cross peak, which is symmetrical with respect to the diagonal
(see Note 39). Analysis of the COSY spectrum is performed as
follows.

5. Draw a vertical line from a known diagonal peak (HA) until you
connect with a cross peak (HA, HB). The horizontal line from
this cross peak to the diagonal identifies the shift of the coupled
proton (HB).

6. In a similar manner, projecting from the last diagonal peak to
the next cross peak and then back to the diagonal allows the
assignment of the whole coupling network (“spin system”) in
the molecule.

7. Check the 1H NMR spectrum to confirm that J-couplings and
integrals are in agreement with the assignments made
by COSY.
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Fig. 6 HSQC spectrum of tylosin A in acetonitrile-d3 (CD3CN). The spectrum was referenced to residual solvent
(1.94 ppm) along the f2 axis and deuterated solvent (1.32 ppm) along the f1 axis. The HSQC correlation
between the proton signal at 7.18 ppm and the carbon signal at 148.2 ppm is indicated with dashed lines

3.5.2 1H-13C- HMQC/

HSQC

1. 1H–13C HMQC (or HMQC) is an abbreviation for 1H
detected heteronuclear multiple quantum coherence and
1H–13C HSQC (or HSQC) for 1H detected heteronuclear
single quantum coherence. The HMQC/HSQC spectra detect
one-bond couplings (ca. 140 Hz) between the protons of a
molecule and the carbons to which they are directly attached
(see Note 40). The HSQC spectrum of tylosin A in acetoni-
trile-d3 is shown in Fig. 6.

2. The 1H spectrum of the sample is commonly set along the
horizontal (f2) axis, whereas the

13C spectrum is set along the
vertical (f1) axis. HMQC/HSQC interpretation is performed
as follows.

3. Draw vertical and horizontal lines through a selected cross peak
in the HSQC/HMQC spectrum. The lines will pass through a
peak in the 1H NMR spectrum and a peak in the 13C NMR
spectrum that indicates direct attachment of the respective
nuclei (see Notes 41 and 42).
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4. Assign all correlations between the 13C spectrum and the 1H
spectrum.

5. Identify diastereotopic (nonequivalent) protons of methylene
groups (see Note 43).

6. Determine the connections of carbons and assemble substruc-
tures using a combination of the HMQC/HSQC and
COSY data.

3.5.3 1H-13C HMBC 1. The 1H detected heteronuclear multiple bond correlation
(1H–13C HMBC or HMBC) experiment shows long-range
correlations between hydrogen and carbon (couplings of
ca. 2–8 Hz), typically separated by two or three bonds (see
Note 44). The HMBC spectrum of tylosin A in acetonitrile-
d3 is shown in Fig. 7.

Fig. 7 HMBC spectrum of tylosin A in acetonitrile-d3 (CD3CN). The spectrum was referenced to residual solvent
(1.94 ppm) along the f2 axis and deuterated solvent (1.32 ppm) along the f1 axis. The HMBC correlations
between the proton signal at 7.18 ppm and the carbon signals at 204.1, 142.9, 136.1, and 13.4 ppm are
indicated with dashed lines
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2. As with the HSQC/HMQC spectra, the HMBC spectrum
contains cross peaks corresponding to proton peaks along the
horizontal (f2) axis and sets of carbon peaks along the vertical
(f1) axis (see Notes 45 and 46). HMBC spectrum analysis is
performed as follows.

3. Draw a vertical line through a selected peak in the 1H NMR
spectrum (f2 axis). This line will pass through one or more
related cross peaks.

4. From the respective cross-peaks project horizontal lines to the
13C spectrum (f1 axis). The lines allow the assignment of all 13C
peaks that are coupled through long-range couplings to the
selected hydrogen atom (see Note 47).

5. Combine substructures into all feasible structures through
long-range couplings, and check consistency with the previous
1D and 2D NMR data (see Note 48).

3.6 Partial

Structure Elucidation

of Tylosin A

1. Several functional groups can be quickly identified via inspec-
tion of the 1H NMR spectrum of tylosin A, and this informa-
tion can immediately be used to exclude abutiloside B and
angolamycin, which have the same molecular formula as tylosin
A, from further consideration as possible structures (Fig. 2).
The signal at δH 9.64 (s, 1H) corresponds to an aldehyde
proton (Fig. 3). The signals at δH 7.18 (d, 1H), 6.43 (d,
1H), and 5.88 (d, 1H) can be attributed to aromatic or alkene
protons; the large coupling constant associated with the first
two signals (15.5 Hz) supports their assignment as alkene
protons (see Note 26). The signals at δH 3.51 (s, 3H) and
3.42 (s, 3H) can be assigned to methoxy groups, while the
3H singlets, doublets, and triplets between 0.85 and 1.25 ppm
(e.g., δH 1.16, 1.10, 0.95, 0.92) can be assigned to methyl
groups (Fig. 8). The signals between δH 5.10 and 2.80 belong
to protons that are attached to electron-deficient oxygenated
or nitrogenated carbons. Since abutiloside B lacks an aldehyde
group and angolamycin has only two alkene protons, these
structures are not consistent with the 1H NMR data, despite
having an exact mass and molecular formula that is consistent
with the HRMS data.

2. Inspection of the 13CNMR spectrum of tylosin A also indicates
the presence of several functional groups (Fig. 4). The signals at
δC 204.6, 204.1, and 175.1 can be assigned to carbonyl car-
bons. Of the two signals at δC 204.6 and 204.1, one corre-
sponds to the aldehyde mentioned above, and one must
correspond to a ketone functional group. The chemical shift
of the signal at δC 175.1 points toward a carboxylic acid or
derivative (e.g., an amide or ester). The signals at δC 148.2,
142.9, and 136.4 are indicative of aromatic and alkene carbons.
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Fig. 8 1H NMR spectrum of tylosin A in acetonitrile-d3 (4.00–3.00 ppm and 1.30–0.80 ppm)



Given the distinctly alkene protons observed in the 1H NMR
spectrum, these signals in the 13C NMR spectrum likely corre-
spond to alkene carbons.
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Fig. 9 1H NMR spectrum of tylosin A in acetonitrile-d3 (2.30–1.30 ppm, 5.50–4.50 ppm, 4.20–3.20 ppm, and
3.50–2.50 ppm)

3. As an “entry point,” we begin with the well-resolved doublet at
δH 6.43. A COSY correlation to δH 7.18 and their mutually
large coupling constant of 15.5 Hz establishes the E-config-
ured alkene shown in Figs. 9 and 5. HSQC data allows these
proton signals to be connected to their respective carbon sig-
nals (δH 6.43/δC 120.1 and δH 7.18/δC 148.2) (Fig. 6).

4. Since no additional COSY correlations for δH 6.43 and δH 7.18
are present, we rely on HMBC data to continue the structure
assignment. The proton at δH 6.43 shows HMBC correlations
to the carbons at δC 204.1 and 136.1 (Fig. 7). According to the
HSQC spectrum, both carbons are quaternary, i.e., no
one-bond proton-carbon correlations are apparent. The pro-
ton at δH 7.18 shows HMBC correlations to the carbons at δC
204.1, 142.9, 136.1, and 13.4. Since HMBC spectra favor
two- and three-bond correlations, it stands to reason that the



carbons at δC 204.1 and 136.1 must be within three bonds of
both alkene protons. In other words, the carbon at δC 204.1 is
two bonds away from the proton at δH 6.43 and three bonds
away from the proton at δH 7.18 or vice versa. Likewise, the
carbon at δC 136.1 is two bonds away from the proton at δH
7.18 and three bonds away from the proton at δH 6.43 or vice
versa. Considering that the beta carbon of an alkene conjugated
to a ketone functional group (δC 204.1) is typically electron-
deficient, the ketone is placed adjacent to the proton/carbon at
δH 6.43/δC 120.1.
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Fig. 9 (continued)

5. As the proton at δH 7.18 shows additional HMBC correlations,
we continue the structure assignment in that direction.
Although the carbon at δC 136.1 is quaternary, HSQC data
allows the carbons at δC 142.9 and 13.4 to be connected to
their respective proton signals (δH 5.88/δC 142.9 and δH
1.82/δC 13.4). The 3H integration of the proton at δH 1.82
indicates a methyl group (Fig. 9). In order to satisfy the proton
multiplicity and HMBC correlations from the proton at δH
1.82 (s) to the carbons at δC 148.2, 142.9, and 136.1 and
the proton multiplicity and HMBC correlations from the



proton at δH 5.88 (d, J = 10.5 Hz) to the carbons at δC 148.2
and 13.4, the 4-methyl dienone system show in Fig. is
constructed.

10
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Fig. 9 (continued)

6. From the proton at δH 5.88, both COSY and HMBC correla-
tions can be used to extend the structure assignment beyond
this substructure. In addition to the carbons at δC 148.2 and
13.4 discussed previously, the proton at δH 5.88 also shows
HMBC correlations to carbons at δC 75.9, 69.7, and 45.8.
HSQC data allows these carbons to be connected to their
respective proton signals (δH 4.95/δC 75.9, δH 3.87,3.60/δC
69.7, and δH 2.98/δC 45.8). While the signals at δH 4.95 (dt,
J = 9.8, 2.6 Hz) and δH 2.98 (overlapped) correspond to
methine protons integrating to 1H, the pair of signals at δH
3.87 (dd, J = 10.0, 3.6 Hz) and 3.60 (dd, J = 10.0, 6.0 Hz)
must correspond to diastereotopic methylene protons since
they correlate to the same carbon (see Note 42). COSY corre-
lations reveal that the proton at δH 5.88 is adjacent to the
proton at δH 2.98 and that the proton at δH 2.98 is adjacent
to the protons at δH 4.95 and the pair of protons at δH
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Fig. 9 (continued)

3.87,3.60. Furthermore, the carbon chemical shifts of δC 75.9
and δC 69.7 suggest that these carbons are oxygenated.

7. The remainder of the structure elucidation proceeds in a similar
manner (not depicted in Fig. 10). TheHMBC correlation from
the proton at δH 4.95 to the ester carbonyl at δC 175.1 pro-
vides entry to the eastern half of the macrolide. The protons
that correlate via HMBC to this carbonyl must be two and
three bonds away. Likewise, the protons that correlate via
HMBC to the ketone carbonyl at δC 204.1 must also be two
and three bonds away. The HMBC correlation from the pro-
tons at δH 3.87,3.60 to the anomeric carbon at δC 102.1
provides entry to the western sugar moiety.

4 Notes

1. Dissolving an extract in methanol usually leaves little to no
insoluble material. However, if a significant portion of the
extract does not dissolve, the use of acetonitrile or water, either
as the primary solvent or as a co-solvent, may be more suitable.
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Fig. 10 Partial NMR-based structure elucidation of tylosin A. Note that only the planar structure of tylosin A is
considered here and the sugar moieties are disregarded. 1H-1H COSY correlations are indicated by a double-
headed dotted arrow; 1H-13C HMBC correlations are indicated by a solid arrow drawn from the proton to the
carbon

2. Removing any insoluble material from the solution is crucial
prior to HPLC-(HR)MS analysis because small particles can
clog the injection needle, needle seat, and thin capillaries of the
system as well as the HPLC column itself. In lieu of centrifuga-
tion, filtration with a syringe filter having a 0.2 μm pore size is
also acceptable.

3. The level of the sample solution needs to be high enough so
that the injector needle is fully submerged upon sampling the
solution. Glass inserts for HPLC vials can be used for small
sample volumes.

4. The COCONUT database can be found at https://coconut.
naturalproducts.net/. The Natural Products Atlas database can
be found at https://www.npatlas.org/. The Dictionary of Nat-
ural Products can be found at https://dnp.chemnetbase.com/
faces/chemical/ChemicalSearch.xhtml. Many natural product
databases exist, each with somewhat different coverage of nat-
ural product space [9, 10]. Some, like COCONUT and NP
Atlas, are open access; others, like the Dictionary of Natural
Products, require a paid subscription.

https://coconut.naturalproducts.net/
https://coconut.naturalproducts.net/
https://www.npatlas.org/
https://dnp.chemnetbase.com/faces/chemical/ChemicalSearch.xhtml
https://dnp.chemnetbase.com/faces/chemical/ChemicalSearch.xhtml
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5. The sample to be measured must be as dry as possible to
prevent the residual water peak from obscuring signals derived
from the compound. High vacuum desiccation is the method
of choice for this purpose because elevated temperatures,
which can degrade thermolabile compounds, should be
avoided.

6. Deuteration is required in order to mask signals from the
solvent. However, the deuterium enrichment for each of
these solvents is less than 100%, and thus they give noticeable
peaks, either singlets or multiplets, in the 1H NMR spectrum.
The signals associated with this “residual” solvent are used
directly as internal chemical shift references. In some cases,
NMR solvents spiked with 0.03–1% tetramethylsilane (TMS)
are used in order to provide an internal standard.

7. For natural products in very limited quantity, it is preferable to
use deuterated solvent from an individual ampule, rather than a
bottle, as the latter likely contains oxygen and water. Also note
that an opened bottle of deuterated chloroform (CDCl3) may
become sufficiently acidic to cause chemical modifications of
acid-labile compounds.

8. Probes for NMR spectroscopy are typically designed to accom-
modate NMR tubes with outside diameters of 1.7, 3, and
5 mm, with 5 mm tubes being the most common.

9. The NMR tubes should be thoroughly cleaned before use,
preferably with spectroscopic grade solvents. For this purpose,
the use of nonvolatile solvents, such as dimethylsulfoxide
(DMSO) or dimethylformamide (DMF), which are difficult
to remove completely, should be avoided.

10. Care should be taken to avoid contamination of the purified
compound. Two common examples of impurities are the
phthalates from plastic tubing and grease used to lubricate
ground glass joints. Paramagnetic impurities, often originating
from a spatula, should be also avoided, since these cause exten-
sive line broadening.

11. HPLC-(HR)MS analysis is a very sensitive method and only
requires tiny amounts of sample. Injecting too much sample
and, thus, overloading the system can lead to a severe contami-
nation of the mass spectrometer, leading to signal “carryover,”
and can only be eliminated by intensive cleaning, maintenance,
and service.

12. Refer to Chap. 5 “Isolation and purification of natural pro-
ducts frommicrobial cultures” by Schafhauser and Kulik in this
edition for the principles of liquid chromatography and
method setup.
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13. Depending on the type of mass spectrometer, the acquisition of
data in positive and negative mode is performed in either one
analysis or in two separate ones. Time-of-flight (TOF) mass
spectrometers cannot switch between polarities and maintain a
stable electric field required to obtain accurate m/z values.
Therefore, the mass spectra in negative and positive mode
should be recorded in separate analyses in instrumental setups
with TOF-MS.

14. There are two different types of MS chromatograms for
extracting MS spectra: the total ion chromatogram (TIC) and
the base peak chromatogram (BPC). The TIC depicts the
intensity of the total ion current at a point in time and, depend-
ing on background noise, often shows unresolved peaks with
little to no baseline separation. In this case, it is recommended
to extract the MS spectra from the BPC, which only displays
the intensity of the most abundantm/z at a point in time and is
more likely to show a well-resolved peak corresponding to the
compound of interest.

15. The exact mass of the compound of interest cannot be directly
observed from theMS spectrum because it appears in a charged
state (ions) with a respectivem/z. In positive mode, this can be
the protonated molecular ion [M+H]+, a sodium [M+Na]+

adduct, a potassium [M+K]+ adduct, or an ammonium [M
+NH4]

+ adduct, with M referring to the exact mass of the
compound of interest. In negative mode, the most commonly
observed ions are the deprotonated molecular ion [M-H]-, the
formate [M+HCOO]- adduct, or the chloride [M+Cl]- adduct.
If several m/z values occur in a single MS spectrum, care must
be taken to calculate the exact mass correctly because the
molecular ion and adducts can be present simultaneously in
differing abundances.

16. HRMS analysis offers the possibility to calculate the molecular
formula for the compound of interest. Still, the proposed
molecular formulae are associated with a certain error, and
more than one option is possible, especially for large com-
pounds. By picking one molecular formula for database
research, the query will be biased and can lead to false-negative
or false-positive hits. Thus, it is recommended to use the exact
mass instead of the molecular formula, whenever possible.

17. When entering the exact mass into the query, it is recom-
mended to include the error of the mass spectrometer and
use the range instead of the absolute value. For most mass
spectrometers, the error is ± 5 ppm.

18. The solvent should completely dissolve the sample. Common
deuterated NMR solvents are DMSO-d6, CDCl3, acetonitrile-
d3, and methanol-d4.
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19. The solution should be clear as particles cause line broadening.
These particles can be removed via filtration using a Pasteur
pipette packed with a small amount of glass wool. Addition of a
small amount of solvent to a saturated solution may also mini-
mize the line broadening caused by microscopic nucleation of
particles.

20. Signal resolution results are optimal when there is an approx.
3 cm liquid height in the NMR tube (i.e., a volume between
0.5 and 0.7 mL in a 5 mm diameter NMR tube). Lower than
optimal solution volumes cause poor line shape in the
spectrum.

21. For natural products, where only a milligram of sample may be
available, a minimum solvent volume is generally preferred, as
this will maximize concentration and thus the intensity of the
signal. However, care should be taken so that the high sample
concentration does not cause broadening of the NMR signals
due to high viscosity or turbidity.

22. Teflon tape will limit evaporation of volatile solvents.

23. The chemical shift is characteristic of the different types of
chemical groups and their chemical environment. For instance,
protons next to electronegative atoms, such as oxygen or
nitrogen, will have less electron density and as a result will be
deshielded from the full effect of the applied field resonating at
a higher frequency for a given field strength.

24. J-coupling is independent of the strength of the magnetic field.
However, higher applied magnetic field is preferable for the
analysis of structurally complex molecules with highly over-
lapped signals because the latter will proportionally occupy
less space on the ppm scale than they do with a lower magnetic
field.

25. J-coupling is a reciprocal process and the same coupling con-
stant is found between interacting NMR nuclei. Therefore,
according to the splitting pattern and the magnitude of the
coupling constants, the connection between interacting groups
can be determined.

26. The dihedral angle between coupled nuclei separated by three
bonds provides important information about local molecular
conformation. For instance, in cyclohexane rings, the coupling
constant of two (vicinal) protons with an axial-axial relation-
ship (Φ = 180°, J = 8–15 Hz) is greater than that from two
(vicinal) protons with an axial-equatorial relationship
(Φ = 60°, J = 2–5 Hz). Likewise, in alkenes the Z or E config-
uration can be differentiated according to the observed J value
of the respective protons (8–12 or 15–18 Hz, respectively).
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27. This implies that the protons of a methyl group (CH3) produce
three times the signal of a methine proton (CH). Keep in mind
that the integration provides only relative intensity data, so that
the experimentalist must select a resonance with a known or
suspected number of protons and normalize the other integrals
accordingly.

28. A software program to process and analyze NMR data is
required. Here, we use Mnova 14.1.2 (Mestrelab Research).
Other programs include TopSpin (Bruker), Delta (Jeol), and
iNMR (Nucleomatica).

29. Impurities in the sample can affect the measured integrals,
especially if the signal to noise ratio of the spectrum is low.
The presence of paramagnetic species, such as metal ions, or
changes in the temperature and pHmay also affect the intensity
of the various resonances in the spectrum.

30. It is a good approach to tabulate the chemical shifts, multi-
plicities, and integrations of the observed resonances, so that
vital information will not be overlooked. Please keep in mind
that the 1H chemical shifts are dependent on the identity of the
deuterated solvent. When reporting 1H chemical shifts, there-
fore, the solvent used should always be stated.

31. In the 1H NMR spectrum the multiplicity of the peaks is
determined by the n + 1 rule, where n is the number of the
protons that participate in coupling (first-order spectra). Thus,
the methyl group in ethanol is split from the methylene group
(CH2) into 2 + 1 = 3 lines (triplet). In addition, the relative
intensities of the peaks follow the properties of Pascal’s trian-
gle, which explains the 1:2:1 intensity of the aforementioned
methyl group in the 1H NMR spectrum. However, if we
suppose that the two hydrogen atoms of the methylene
group were not magnetically equivalent, that is, they have
different coupling constants to the methyl group due to
restricted rotation or close proximity to a stereogenic center,
then the n + 1 rule should be considered twice. As a result, the
methyl group would show a peak pattern of (1 + 1) (1 + 1), that
is, 2 × 2 or doublet of doublet (dd). At this point, please keep in
mind that in cases when the chemical differences between the
interacting protons (Δν) are not large enough compared to
their coupling constants (J), i.e., Δν/J < 5, the lines and
intensities of the peaks do not follow the aforementioned
rules and their splitting pattern is more complicated (second-
order spectra).

32. The chemical shifts and signal dispersion are influenced by
various physical conditions. Thus, when peaks coincide in the
NMR spectrum, you can improve resolution by changing the
solvent, the temperature, the pH, or even the magnetic field
strength. The latter option produces more predictable results.
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33. Keep in mind that the major isotope 12C has no magnetic
properties. On the other hand, 13C has an odd mass and is
NMR active. Other common NMR active nuclei are 1H, 15N,
and 31P.

34. The 13C resonances display multiplicity due to the carbon-
proton couplings, and thus signals from methyl groups
(CH3) are split into four lines (quartet), signals from methy-
lene groups (CH2) are split into three lines (triplet), signals
from methine groups (CH) are split into two lines (doublet),
and signals from quaternary carbons (C) appear as singlets. In
practice, during acquisition of a 13C NMR spectrum, the
carbon-proton couplings are usually eliminated by irradiating
of 1H across a broad range of frequencies (broadband 1H
decoupling). This technique simplifies the 13C spectrum,
since one singlet arises for each distinct type of carbon. How-
ever, the integration is less reliable, because the decoupling
field perturbs the intensities of the peaks. Please also keep in
mind that due to the low natural abundance of 13C, the proba-
bility of having two adjacent 13C nuclei in a single molecule is
highly unlikely (0.01%), which removes complications from
13C–13C couplings.

35. When you attempt to measure 13C chemical shifts, you may
encounter a poor signal to noise ratio in the 13C NMR spec-
trum. Moreover, quaternary carbons often exhibit low signal
intensity, and it is difficult to assign them. In this case, you may
resort to the use of indirect detection methods, such as HSQC
or HMBC, to obtain the missing chemical shifts.

36. Keep in mind that these techniques can also be applied to other
common nuclei in organic molecules, such as nitrogen. Unfor-
tunately, the very low intrinsic sensitivity and natural abun-
dance of the NMR-active isotope 15N (0.37%) has precluded
the routine acquisition of 15N spectra. Nevertheless, it can
provide valuable structural information, especially in the case
of highly substituted heterocyclic ring structures.

37. The intensity of COSY cross peaks varies in direct proportion
to the magnitude of the J-coupling(s) between the correlated
peaks. Please note that a coupling of zero obscures the passage
of magnetization resulting in no cross peaks. Therefore,
according to the Karplus diagram, in aliphatic systems when
the dihedral angle is 90°, the vicinal correlation (3J) may not be
observed.

38. Exceptions, however, can be expected for some aromatic, ole-
finic, and special configuration systems, since long-range cou-
plings (4J or even 5J) with observable coupling constants can be
found in a COSY spectrum.
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39. This duplication can be useful as it enables us to distinguish
true correlations from artifacts, since the latter are rarely
symmetrical.

40. The interpretation methods for HMQC and HSQC are the
same. However, the spectrum of HSQC enjoys the benefits of
fewer artifacts and slightly better resolution in the 13C domain.

41. If the chemical shift of a specific proton is known, the chemical
shift of the coupled carbon can be determined and vice versa,
which is important for postulating the chemical environment
of the functional group.

42. The lack of a 1J CH correlation indicates that the carbon is
quaternary.

43. The COSY spectrum cannot differentiate between geminal and
vicinal proton connectivities. However, in the HSQC spec-
trum, if two nonequivalent protons (diastereotopic) are
attached to a common carbon, they will both correlate to the
same 13C peak. This information is very useful to identify
diastereotopic methylene protons and is particularly noticeable
in a multiplicity-edited HSQC, where the amplitude of the
methylene (CH2) protons is negative compared to methine
(CH) and methyl (CH3) protons. In addition, as the resolution
of the HMQC (or HSQC) spectrum is higher than that of the
1H NMR spectrum, interpretation of the HMQC/HSQC can
help to resolve the overlapped correlated peaks in the 1H and
COSY spectra.

44. In practice, the HMBC sequence is optimized for three-bond
correlations, even though it is not obvious by inspection which
ones are two- and which ones are three-bond correlations. In
addition, carbons separated by more than three bonds can be
detected, especially in the case of aromatic and olefinic (allylic)
systems, but the intensity of the signals will not be as strong.

45. In some cases, one-bond correlations can also be observed in
the HMBC spectrum. They are characterized by a pair of
signals/contours that are situated on a horizontal line that
passes through the correlated peak in the 13C spectrum. The
signals are symmetrically displayed on either side of the proton
peak that they relate to. Pay particular attention when these
signals line up exactly with peaks in the 1H NMR spectrum
along the horizontal (f2) axis, giving rise to artifacts that appear
as potential cross peaks. Therefore, it is always very useful to
identify the single-bond correlations before you begin inter-
preting the HMBC spectrum.

46. Keep in mind that the correlation peaks of broad proton reso-
nances are usually weak or even unobservable.
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47. In an analogous manner, a horizontal line through a selected
peak in the 13C NMR spectrum (f1 axis) allows the assignment
of all 1H peaks that are coupled through long-range couplings
to the selected carbon.

48. Note that connectivities can occur between protons and car-
bons separated by heteroatoms (e.g., oxygen, nitrogen, or
sulfur) or by quaternary carbons. Therefore, the HMBC exper-
iment is a powerful tool for the connection of structural units
within a molecule.
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Chapter 7

Computer-Aided Drug Design: An Update

Wenbo Yu, David J. Weber, and Alexander D. MacKerell Jr

Abstract

Computer-aided drug design (CADD) approaches are playing an increasingly important role in under-
standing the fundamentals of ligand-receptor interactions and helping medicinal chemists design therapeu-
tics. About 5 years ago, we presented a chapter devoted to an overview of CADD methods and covered
typical CADD protocols including structure-based drug design (SBDD) and ligand-based drug design
(LBDD) approaches that were frequently used in the antibiotic drug design process. Advances in computa-
tional hardware and algorithms and emerging CADD methods are enhancing the accuracy and ability of
CADD in drug design and development. In this chapter, an update to our previous chapter is provided with
a focus on new CADD approaches from our laboratory and other peers that can be employed to facilitate
the development of antibiotic therapeutics.

Key words Computer-aided drug design, Machine learning, Drude polarizable force field, Molecular
dynamics, Site identification by ligand competitive saturation, SILCS, Binding site prediction, Protein-
protein interaction, Membrane permeation, Biologics

1 Introduction

Following the significant milestone that penicillin represents in
human medical history, the battle between humans and bacteria
has never settled down and becomes even more vigorous caused by
the steady rise of drug resistance. This problem persists despite the
availability of large number of antibiotic drugs, indicating the need
for more novel antibiotic drug classes to overcome the resistance
problem [1, 2]. Toward this need, computer-aided drug design
(CADD) methods are very helpful tools and have been regularly
to study the structure and function relationships of antibiotic tar-
gets that contribute to drug resistance and to search for new anti-
biotics, at a relatively cheaper cost compared to using only
experimental wet lab methods owing to the powerful modern
computational resources [3, 4].

Previously, we published a chapter in the first edition of this
book that was dedicated to an overview of CADD and included
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information on routinely utilized protocols, especially tools used in
our laboratory, toward the design of antibiotic therapeutics
[4]. Applications of these CADD methods in real-life studies were
also presented. Since then, CADD methods have been employed
extensively to facilitate the development of novel antibiotics by the
computational chemistry community and us for the past 5 years.
This included studies on the mechanism behind antibiotic resis-
tance that may help to guide the design of new antibiotic drugs to
overcome such resistance. For example, Stote et al. studied the
mechanism of an S222T mutation-induced resistance of 1-deoxy-
d-xylulose-5-phosphate reductoisomerase (DXR) to fosmidomycin
using molecular dynamics (MD) simulations [5]. The MD simula-
tions revealed the structural and energetic basis of the single muta-
tion that induced resistance shedding light on the development of a
new antibiotic compound targeting DXR. Verma et al. recently
explored the molecular mechanism of polymyxin E (colistin) resis-
tance in mobile colistin-resistant (mcr-1) bacteria [6]. Colistin is
the only FDA-approved membrane-active drug to tackle Gram-
negative bacteria despite its high toxicity. However, the appearance
of mcr-1 bacteria identified in 2015 has worsened the situation
[7]. MD simulations revealed the mechanism of interruption to
the outer membrane of normal Gram-negative bacteria caused by
colistin and dissected the mechanism of resistance inmcr-1 bacteria
to the action of colistin and other cationic peptides due to the
covalently attached phosphoethanolamine group modification in
lipids. The simulation results provide clues for the design of new
membrane disruptors to treat mcr-1 infections.
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Identification and developing drug candidates against novel
antibiotic targets for specific bacteria still serves as an important
alternative to overcome the antibiotic resistance issue. Heme oxy-
genase (HemO) is a novel antibiotic target involved in the metabo-
lism of heme by bacteria as required to access iron. Previous
bioassay data supported that Pseudomonas aeruginosa HemO (pa-
HemO) inhibitors, by blocking a key mechanism of the iron acqui-
sition system, represent a promising therapeutic target for pa infec-
tions [8, 9]. Collaborating with the Wilks laboratory, our group has
continued to apply CADD methods to optimize pa-HemO small
molecule inhibitors. In a recent study, a series of inhibitors based on
a previously established scaffold were designed and tested to
develop a structure-activity relationship (SAR) [10]. Binding orien-
tations and affinities were predicted and used to interpret SAR.
Good correlation between predicted affinities and bioassay potency
data was observed and validated the utility of the computational
model in the further refinement of the current scaffold targeting
pa-HemO. In another recent study, the structure of the Clostri-
dioides difficile (C. diff) binary toxin (CDTa and CDTb), which is
associated with the most serious outbreaks of drug-resistant C. diff
infection in the twenty-first century, was solved [11]. Using normal



mode analysis, we explored the possible mechanism behind the
translocation of CDTa, which is the enzymatic component, helped
by the CDTb that serves as the pore-forming or delivery subunit.
Such analysis helps to elucidate the C. diff binary toxin infection
mechanism and shape potential therapeutic strategies in the
future [11].
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Searching for new antibiotics against established targets is still
continuing where CADD methods are playing important roles.
Our laboratory together with de Leeuw and coworkers is
continuing the design of novel agents against bacteria cell wall
biosynthesis [12, 13]. In a recent study, SAR for a series of com-
pounds that have benzothiazole indolene scaffold was pursued
targeting the essential bacterial cell wall precursor molecule Lipid
II [14]. Using MD simulations, we predicted binding free energies
and binding modes of Lipid II binders and gained atomic details on
the interactions between designed molecules with Lipid II, infor-
mation that will be useful for further development of antibacterial
therapeutics.

β-Lactamase was used as a target in combination therapy
against multidrug-resistant Enterobacteriaceae [15]. β-Lactamase
inhibitors may help to inactivate the β-lactamase enzyme of the
pathogen and restore the function of β-lactam antibiotics to over-
come the enzyme-mediated resistance. Using the full Site Identifi-
cation by Ligand Competitive Saturation (SILCS) [16–18]
technology developed in our laboratory (Fig. 1), we identified
β-lactamase CMY-10 inhibitors with our experimental collabora-
tors [19]. The SILCS-based CADD method was fully described in
the first edition of our chapter [4] as well as another chapter
previously published in this same book series [20]. The de novo
drug design started from running SILCS simulations, which con-
duct all-atom explicit-solvent combined Grand Canonical Monte
Carlo/MD (GCMC/MD) simulations that include small organic
solutes such as propane, benzene, methanol, and others, to identify
3D functional-group binding patterns (FragMaps) on the CMY-10
protein target. Then SILCS-Pharm [21, 22] was conducted to
extract important binding patterns from FragMaps and turn them
into pharmacophore features at the R1 and R2 subsites of CMY-10.
Pharmacophore models were then constructed and used to initiate
virtual screenings (VS) against over 750,000 commercially available
compounds. Top 10,000 hit compounds from the initial pharma-
cophore screen were selected for SILCS-Monte Carlo (SILCS-MC)
sampling for further binding pose refinement and estimation of the
binding affinity based on the ligand grid free energy (LGFE) evalu-
ation. Fingerprint-based similarity clustering was then conducted
to maximize the chemical diversity of the ranked compounds to be
selected for bioassay testing. Several compounds leading to
decreased β-lactamase activity were confirmed by bioassay tests.
The best hit compound was then subject to a similarity search for



chemically similar analogs and more inhibitory compounds were
identified. Such identified non-β-lactam-based β-lactamase inhibi-
tors have the potential to be used in combination therapy with
lactam-based antibiotics against multidrug-resistant clinical
isolates.
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Fig. 1 SILCS oriented CADD workflow developed in our laboratory and used in the CMY-10 project [19]. Wet-lab
and CADD techniques are colored in red and blue, respectively. Boxes with solid lines indicate methods used
in the CMY-10 study, while boxes with dashed lines mark methods not used in the CMY-10 study but in other
studies. Double arrows indicate the two techniques can be used interactively in several iterative drug design
rounds

With the fast development of more powerful computing hard-
ware, expensive algorithms such as free energy perturbation meth-
ods [23], which can only be used to finely tune the drug candidates
at the lead optimization stage, become much more affordable and
have been routinely used in a range of applications [24–



26]. Alternative CADDmethods based on precomputed ensembles
represent novel solutions that interrogate the interactions between
low molecular weight solutes and targets are also seeing wider use.
Of these cosolvent simulation methods, our laboratory put forward
the SILCS methodology, as described previously, and information
from SILCS can be utilized in many different ways in various
aspects of drug discovery [16–18]. Significant advancements are
developments in machine learning (ML), especially deep learning
(DL)-based CADD algorithms [27] owing, in part, to the develop-
ment of artificial intelligence (AI) methods in other areas [28].
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ML algorithms are not new to the CADD area, but the increas-
ing need for AI in areas such as image recognition and text proces-
sing promotes powerful novel ML algorithms that can handle a vast
amount of data [29, 30]. The refined graphic processing unit
(GPU) architecture [31] and its growing computing power further
accelerate the applications of ML, and its adaptations in CADD
have erupted in recent years. This includes quite a lot of antibiotic
drug development studies employing ML [32, 33]. For example,
Palsson et al. developed an ML workflow for identifying genetic
features driving antibiotic resistance [34]. ML models were trained
against the resistance profiles of 14 antibiotics across three urgent
pathogens using genome sequences as inputs. The ML workflow
was verified to be able to generate models not only capable of
predicting resistance profiles but also identifying the responsible
genes. In another study [35], Collins et al. conducted an antibiotic
activity assay screen of near 2300 chemically diverse FDA-approved
and natural product compounds targeting E. coli. Deep neural
network-based DL models were then trained to predict the inhibi-
tion probabilities from the chemical structures and properties of
tested compounds alone. The resulting DL model was used to
screen the Drug Repurposing Hub database [36], and a known
c-Jun N-terminal kinase inhibitor SU3327 was predicted to be an
antibiotic targeting E. coli. This molecule is structurally divergent
from conventional antibiotics and was confirmed to display bacte-
ricidal activity against a wide phylogenetic spectrum of pathogens,
demonstrating how ML can guide antibiotics discovery.

In the rest of this chapter which serves as an update to our first
edition, recent progresses in our laboratory toward the develop-
ment of novel SILCS-based CADD methods will be overviewed.
Typical MLmethod will also be covered. Readers are highly recom-
mended to refer to the first edition of this chapter [4] for basic
CADD concepts and classical protocols to gain a fundamental
understanding about CADD methods toward antibiotics
development.
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2 Materials

Similar to other computational sciences, the two basic materials in
CADD are the specific hardware and software that are suitable for
the current study of interest. The hardware, which refers to the
computational resources, can be established locally, for example,
computer clusters being purchased and equipped in the working
place, or obtained on-the-fly, e.g., computing times applied from
public supercomputer resources such as XSEDE [37] or purchased
from private companies such as popularized cloud computing on
the Amazon Web Services (AWS) or Microsoft Azure cloud plat-
forms [38]. On the other side, software requirements are varied
depending on the specific study goals. In the first edition of this
book, we introduced fundamental tools for CADD. Here, an
update is provided with an emphasis on the common CADD
tools used in our laboratory.

1. MD simulation packages such as CHARMM [39], GROMACS
[40], NAMD [41], and OpenMM [42], among others, are
continually being optimized. Better computational perfor-
mance is reached through algorithm refinement and software
engineering as well as optimized computing using GPUs [41–
44]. New MD programs developed in the GPU era are also
emerging and get more attentions. For example, ACEMD [45]
which was optimized for use on Nvidia GPUs maximizes its
performance by running the full computation on GPUs rather
than dividing the job between CPUs and GPUs.

2. Target structures are required for the SBDD method and can
be downloaded from the Protein Data Bank (PDB) [46] if it
has been solved by X-ray crystallography, nuclear magnetic
resonance (NMR), or recently matured cryogenic electron
microscopy (cryo-EM) techniques [47]. For unsolved protein
targets, 3D structures can be predicted using the recently
released RoseTTA fold from Baker’s group [48] and AlphaFold
ML model from the Google DeepMind team, which was ver-
ified to have the best accuracy among other protein structure
prediction methods [49]. For most proteins, predicted struc-
tures using the AlphaFold ML model are available to be down-
loaded from the server hosted by the European Bioinformatics
Institute (https://alphafold.ebi.ac.uk/) [50, 51].

3. Force fields, which are used to estimate the energies and forces
within and between molecules, continue to be refined. This
includes the CHARMM [52–55] or AMBER [56, 57] families
among others to describe both macromolecules, such as the
CHARMM36 protein force field [52, 53], and small molecules
such as the CHARMM General Force Field (CGenFF)
[54, 55]. To automate the creation of the topologies and

https://alphafold.ebi.ac.uk/
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parameters for new molecules, program like CGenFF program
(see https://cgenff.paramchem.org) [58, 59] can be used. And
for experts who want to further optimize force field para-
meters, a standalone package named FFParam is available for
CHARMM force field parametrization [60]. In addition to the
additive force fields that have a long history, emerging polar-
izable force fields such as the CHARMM Drude force field
[61, 62] and AMOEBA [63] are now available that treat elec-
tronic polarization effects explicitly thereby describing the
interactions between molecules more realistically. The
increased computational cost introduced by polarization
terms (~fourfold over the additive model with the Drude FF)
is gradually being overcome by better computing algorithms
and growing GPU ability [64, 65]. Accordingly, it may be
anticipated that polarizable FFs will see routine use in the
near future to describe interactions between antibiotics and
bacteria targets in CADD. As a further note, new types of
force field based on different perspectives, such as Open
Force Field [66, 67] that is coded by direct chemical perception
instead of predefined atom types for atoms or driven by ML
such as PhysNet [68, 69], which is based on deep neural net-
works, are also emerging, even though their capabilities need to
be thoroughly tested before their broader use in CADD
applications.

4. Virtual database screening (VS) is used to screen large chemical
libraries to search for potential small molecule binders for a
given macromolecule target. CADD methods such as docking
[70] or pharmacophore modeling [71] can be adapted for this
purpose. For docking, both free software, such as AutoDock
Vina [72], and commercial ones such as GOLD [73] are avail-
able among others [74]. Open-source toolkits with interface to
existing docking software are also available to facilitate a more
integrated docking-based CADD cycle. For example, the open
drug discovery toolkit (OOTD) [75], which is currently inter-
faced with AutoDock Vina, offers researcher the ease of con-
ducting the full docking workflow including in silico
compound library preparation, library filtering, docking pose
rescoring, docking performance evaluation, and SAR model
training. Another example is VirtualFlow [76], which has simi-
lar functions as OOTD but offers an interface to additional
docking programs and is built on an optimized architecture to
enable efficient parallelization and balanced workload for a
better docking job performance against huge chemical
libraries. Web-based docking platforms are also available for a
convenient use even for non-experts. For example, Webina
[77] offers users the ease of using AutoDock Vina on the web
without installation. Another web-based docking interface,

https://cgenff.paramchem.org
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SeamDock [78], allows users to select from four docking codes
for their docking needs and also provides the ability to share
visualization of docking results with other researchers. For
structure-based pharmacophore modeling, the open-source
program Pharmer [79] can perform pharmacophore searching
efficiently on large databases. It also provides a web interface
ZINCPharmer [80] for interactive environment for the virtual
screening of the ZINC or Molport databases using pharmaco-
phores, and later the same research group launched another
web service called Pharmit [81] for online pharmacophore VS
using user-tailored or a variety of pre-loaded databases. It
should be noted that, for pharmacophore searching, multiple
conformations of each molecule in the database are required as
well as assignment of the correct protonation and tautomeric
states, with the latter requirement true for all in silico databases
used for either docking or pharmacophore screening.

5. VS uses chemical libraries to identify small molecules to be
tested in biological assays for ligand discovery. While research-
ers can resort to in-house compounds based on their own
chemical synthesis work, purchasing compounds from com-
mercial chemical vendors is a convenient way to assist the
discovery at the early stage. ZINC [82] as well as MolPort
[83] provide such platforms for chemical compound sourcing
from various vendors. For de novo drug design, exploration of
larger chemical space holds the promise for higher success rates
in general. The ultra-large REadily AccessibLe (REAL) [84]
compound library from Enamine represents the largest pur-
chasable chemical collection currently available. Its REAL data-
base currently contains 4.1 billion enumerated compounds and
can be extended to over 20 billion compounds in the Enamine
synthetically accessible database called REAL Space, for which
compound synthesis time is ~8 weeks from order to delivery
with an average of over 80% of the requested compounds
actually being synthesized and delivered. As an alternative to
de novo drug development, drug repurposing is a lower-cost
method which explores existing therapeutics for a new disease
indication [85, 86]. For this purpose, the library of
FDA-approved drugs can be downloaded from various sources,
e.g., as a subset from ZINC [82]. Another comprehensive
library of clinical compounds, called Drug Repurposing Hub
[36], provides a hand-curated collection of thousands of
approved and in-clinic compounds with annotated identities
also available.

6. Integrated commercial software such as Discovery Studio [87]
and MOE [88], among others, incorporates a broad range of
CADD capabilities. On the open-source side, even though
quite a lot of choices are available for specific CADD needs,
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integrated code is rare. However, commercial packages such as
OpenEye [89] offer no cost license for pure noncommercial
research, while others provide discounted licensing for aca-
demic use. Similarly, the software suite from SilcsBio LLC
[90], which offers end-to-end drug design capabilities in the
context of the SILCS technology is available at no cost to
noncommercial research groups. Online platforms that offer
integrated CADD capabilities without the hassle of installing
on your local machine and do not require advanced computer
knowledge are also emerging. One example is PlayMolecule
[91] from Acellera, which offers CADD workflows and covers
target preparation, binding site identification, force field
parametrization, MD simulation, docking, as well as ML
model generation on the cloud. Most of these services are
free to the public with some limitations, and full service is
also available for purchase. Traditional CADD software com-
panies are also in the transition to offer cloud services, such as
OpenEye [89] launched the Orion platform to offer a
web-based environment for their software.

3 Methods

In addition to the common methods introduced in the first edition
of this chapter [4], additional CADD methods developed recently
in our laboratory as well as from other laboratories will be described
below.

3.1 Protein Structure

Prediction Using

AlphaFold

For SBDD, protein 3D structure is required to explore atomic-level
details of the ligand-protein interactions. When no protein struc-
ture is available from the PDB, structure prediction methods such
as homology modeling [92] were used traditionally to generate 3D
models. With the surging of AI and related DL techniques,
DL-driven structure prediction methods such as RoseTTA fold
[48] and AlphaFold [49] can now predict most protein 3D struc-
tures to a level of approaching experimental accuracy. In the recent
challenging 14th Critical Assessment of protein Structure Predic-
tion (CASP14), AlphaFold was demonstrated to greatly outper-
form other methods, and its predictions are competitive with
experimental structures in a majority of cases. This promising prog-
ress makes the initiation of SBDD methods much more feasible.
Below are general steps to prepare a protein structure using
AlphaFold:

1. Go to the AlphaFold database hosted by the European Molec-
ular Biology Laboratory-European Bioinformatics Institute
(EMBL-EBI) at https://alphafold.ebi.ac.uk and input the pro-
tein name, gene name, or UniProt accession name in the search

https://alphafold.ebi.ac.uk
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bar. The DeepMind team has already predicted the structures
of most known human proteins as well as those of 20 model
organisms [50, 51], including bacteria such as Escherichia coli
and Staphylococcus aureus, and deposited them to the EMBL-
EBI server.

2. Click on the most relevant entry from the search hit list from
the results page if the search is conducted using text other than
the UniProt accession ID. On the next page, the predicted 3D
structure is displayed with residues colored according to the
predicted local distance difference test (pLDDT) metric, and
the predicted aligned error (PAE) matrix is also shown.

3. Check the prediction quality by looking at both the pLDDT
metric, which is per-residue confidence metric that reflects the
local confidence in the structure, and the PAEmetric which can
be used to assess the confidence in the relative orientation of
different parts, e.g., domains, of the model.

4. The predicted structure can then be downloaded in PDB or
mmCIF format to users’ machine for further analysis. For
example, in some cases, the predicted structure covers the full
length of the sequence, but the user may want to only focus on
a specific domain of the protein for drug design purposes. In
such cases, the downloaded structure can be trimmed for
subsequent use. For regions with lower pLDDT values, MD
simulation can further be conducted to equilibrate and refine
the structure.

5. For proteins not yet deposited in the AlphaFold database, the
3D structure can be predicted using the AlphaFold code that
may be downloaded from AlphaFold GitHub deposit at
https://github.com/deepmind/alphafold/. Follow the
README file there to install required environment and load
AlphaFold program. Prepare a FASTA file of the sequence of
the protein to be predicted and input into the Python script to
run the prediction. Following completion of the prediction,
the output structures are saved in a subdirectory provided by
user via the “--output_dir” flag of using the Python script. It
should be noted limitations in the true resolution of the struc-
tures from AI prediction methods exist and that these methods
do not account for the presence of alternate conformations of
the protein (e.g., allosteric states) which need to be considered
when using 3D structures generated from these methods [93].

3.2 MD Simulations

with Polarizable Force

Field

MD simulations model how atoms in a protein or other molecular
systems will move over time based on force field description [94]
through the integration of Newton’s equations of motion. These
simulations can capture a wide range of important biomolecular
processes such as conformational change and drug binding, where

https://github.com/deepmind/alphafold/


the dynamics of the systems allows for the inclusion of the entropic
contributions to ligand binding to be taken into account as
required for calculating free energies. Accordingly, the rich infor-
mation from MD simulation acts as the foundation for other
CADD techniques such as FEP and SILCS developed in our labo-
ratory. Big improvements in simulation speed, accuracy, and acces-
sibility of MD simulation software and environment have increased
the utility of MD in CADD. Beyond the classic additive force fields
[52–57] currently used in the majority of MD simulations, polar-
izable force fields that explicitly account for induced electronic
polarization represent the next generation of physical models for
MD simulations [95–101]. Our laboratory studied the impact of
electronic polarizability on protein-fragment interactions using the
in-house developed classical Drude oscillator model, showing that
the polarizable force field helps to improve the prediction of
protein-ligand interactions indicating the utility of a polarizable
force field in CADD [102]. The Drude oscillator FF models elec-
tronic polarization by attaching a charged particle to the nucleus of
each non-hydrogen atom via a harmonic spring and allowing those
particles to relax in the surrounding electric field with the nuclear
position fixed, as previously described. While the additional terms
introduced in the force field associated with the treatment of polar-
ization increase the computational cost, improved algorithms and
computational power make this class of simulations accessible
[64, 65]. For example, the computational overhead of the Drude
FF over the additive CHARMM FF is approximately fourfold
[64, 65]. Thus, the Drude as well as other polarizable FFs represent
new tools to study molecular systems that will make significant
contributions to CADD.
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In the first edition of this chapter, we introduced a standard
MD simulation protocol. Here we present MD simulation protocol
using the Drude polarizable force field:

1. Obtain the protein structure from PDB or predict the protein
structure as described above in Subheading 3.1. Prepare the
protein structure for MD simulations by adding missing hydro-
gens, assigning appropriate protonation state of residues, etc.
These steps can be performed by a number of the publicly
available and commercial modeling packages as discussed
above. Generate CHARMM protein structure file (PSF) file
for the simulation system based on CHARMM additive force
fields using the web tool CHARMM-GUI (http://www.
charmm-gui.org) [103] or locally by running the CHARMM
code. The CHARMM-GUI may be used for initial protein
preparation as well as for the preparation of the PSF and is
available to noncommercial users.

2. Go to the CHARMM-GUI at http://www.charmm-gui.org
and select Drude Prepper [104], and upload the additive PSF

http://www.charmm-gui.org
http://www.charmm-gui.org
http://www.charmm-gui.org
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and coordinate files to construct the Drude force field-based
PSF and PDB files with added Drude particles and lone pairs.
Also provided are the CHARMM input files for subsequent
calculations listed below and the needed topology and parame-
ter files. In addition, the user may request input files compatible
withMD programs such as OpenMM andNAMD that support
the Drude FF.

3. Similar to the protocol previously described for the additive FF
[4], the system will go through minimization, equilibration,
and production steps. During minimization, Drude particles
will be minimized first and then the entire system using the
adopted-basis Newton-Raphson (ABNR) minimizer.

4. For equilibration and production runs, a hard wall restraint of
0.2 Å between the parent atom and the Drude particle is
applied to prevent instability and large displacements of
Drude particles. The hard wall is designed to avoid polarization
catastrophe that may occur due to low-frequency close inter-
actions between atoms during the MD simulation leading to
over polarization [105]. During Drude simulations, the
extended Lagrangian dynamics scheme [106] for integration
of Newton’s equations of motion is used where the real atoms
and the Drude particles are coupled to a dual thermostat
responsible for uniting their dynamics. The physical and
Drude thermostats are maintained at different temperatures
of 298 K and 1 K with friction coefficients of 5 ps-1 and
20 ps-1, respectively. Drude simulations are typically propa-
gated with a 1 fs time step.

5. Analysis of Drude simulations, beyond that used for all MD
simulations, can include variations in the dipole moments of
various groups in the systems being studied. This allows for an
understanding of how variations in the electronic structure of
the system associated with the explicit inclusion of polarizabil-
ity are impacting the properties of the system.When calculating
dipole moments, care must be taken as the dipole is not spa-
tially invariant when the sum of the charges is not zero. To
account for this and facilitate dipole analysis with the Drude
FF, the sum of the charges on all particles are integers (e.g., on
protein side chains and nucleic acid bases) though the spatial
orientations of charged groups must still be considered.

3.3 Docking Using

SILCS-MC and ML-

Based Reweighting for

SAR

Docking is a useful CADD tool to predict binding orientation of a
ligand molecule within target binding site as well as to evaluate its
binding strength [70]. Traditional docking methods only consider
rigid or limited protein flexibility and ignore or treat the contribu-
tion of desolvation to binding in an empirical way. While FEP and
molecular mechanics (MM) with Poisson-Boltzmann (PB) and sur-
face area solvation (MM/PBSA) as well as MM/generalized-Born



SA (GBSA) methods [107] do account desolvation, these are
computational demanding approaches that limit their utility in
CADD. A novel method designed to overcome this drawback is
the SILCS-MC [19] docking method put forward by our labora-
tory. SILCS-MC conducts ligand sampling within the GFE Frag-
Map free energy grids from SILCS. This takes advantage of the use
of GCMC/MD simulations of the protein in an aqueous solution
with selected organic solutes to precompute the GFE FragMaps
that are free energy functional group affinity patterns that encom-
pass the entire protein and account for protein flexibility and des-
olvation contributions [108–110]. SILCS-MC then involves
simply assigning the GFE value for the appropriate FragMap type
to each atom in the molecule and summing those values to get the
LGFE score. MC conformational sampling is then performed to
allow the orientation and conformation of the ligands to relax in
the field of the GFE FragMaps. This allows for SILCS-MC docking
to be performed in a highly computationally efficient fashion while
achieving a level of accuracy similar to highly expensive FEP meth-
ods [109]. The SILCS method was fully described in the first
edition of this chapter [4]. Below we present the SILCS-MC dock-
ing protocol assuming the user has already run the SILCS simula-
tions and obtained the GFE FragMaps. A Bayesian ML-based
reweighting protocol is also described for improving the predict-
ability of the SILCS method that can be applied when experimental
data on a small set of ligands (ten or more) is available [108]:
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1. Prepare molecule coordinate files for ligands to be docked in
either mol2 or sdf format. For mol2 format, each mol2 file
contains a single molecule, while for sdf format, multiple mol-
ecule entries are allowed in a single sdf file by the current
SILCS-MC code.

2. Select an atom classification scheme (ACS) for the SILCS-MC
run. When performing SILCS-MC, GFE is evaluated for each
atom in the molecule with an assigned type that overlapped
with SILCS FragMaps of the same type. ACS controls the
assignment of FragMap types to each atom in a molecule
based on their CGenFF atom type and chemical connectivity
during the initiation of a SILCS-MC run. Typical ACS includes
generic and specific types. Generic ACS has more general
FragMap types, e.g., both aromatic and aliphatic carbon
atoms in a molecule will be assigned with generic nonpolar
GENN FragMap type, while specific ACS has specific FragMap
types being assigned to specific atoms, e.g., aromatic carbon
atom has BENC (benzene carbons) FragMap type, while ali-
phatic carbon gets PRPC (propane carbons) type. The generic
ACS is the default method.
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3. Choose a MC sampling protocol for the SILCS-MC run.
Ligand binding poses are sampled using Metropolis MC sam-
pling and followed by simulated annealing (SA) during a
SILCS-MC run. Thus, MC/SA parameters such as simulation
cycles (nCY) and steps (nMC/nSA) as well as range of global
rotational (dθ), translational (dX), and intramolecular dihedral
(dφ) degrees of freedom can be adjusted depending on the
specific system. Typical protocols include local and exhaustive
types even though users can customize their own protocol by
changing corresponding parameters in the SILCS-MC input
file. Local MC is designed for pose refinement and the sam-
pling starts from the user supplied pose with limited conforma-
tional sampling with nCY = 10, nMC = 100, dX = 0.5 Å,
dθ = 15°, dφ = 45°, and nSA = 1000. An exhaustive protocol
is designed for full docking of the ligand orientation and con-
formation in a given pocket to determine its most favorable
orientation when no initial binding information is available
from experiment. It starts with a randomized orientation for
the ligand within a sphere with user-defined center and radius.
MC sampling is performed to allow for larger conformational
changes with nCY = 250, nMC = 10,000, dX= 1 Å, dθ= 180°,
dφ = 180°, and nSA = 40,000. For both local and exhaustive
sampling, SA steps following MC in each cycle adapt para-
meters as dX = 0.2 Å, dθ = 9°, and dφ = 9°.

4. Run SILCS-MC simulations using the SILCS-MC code with
the ACS file, the CGenFF rules and parameter files, the GFE
FragMap files, exclusion map file, and user-defined parameters.
CGenFF parameters are initially assigned to the ligand powered
by the CGenFF engine to allow for energy minimization of the
ligand during initiation of SILCS-MC simulation and used to
calculate intramolecular energy during the MC calculation.
The exclusion map represents the forbidden region of the
protein not sampled by the solutes or water non-hydrogen
atoms during the SILCS simulation and used as a penalty
score to guide the sampling. Usually, five independent
SILCS-MC runs are conducted in parallel to expediate the
convergence of the docking results. In each run, after a mini-
mum of 50 MC/SA cycles, if the lowest three LGFE scores are
within 0.5 kcal/mol, the run will be considered converged and
terminated. Otherwise, cycles will continue either until the
convergence criterion is met or until the user-defined maxi-
mum MC/SA cycles, 250 by default, have been reached.

5. After the SILCS-MC simulations are finished, the docking pose
with the lowest LGFE score can be extracted and used as the
predicted binding orientation for the ligand. The docking pose
can be visualized together with the protein structure and Frag-
Maps and analyzed. One advantage of SILCS-MC over
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traditional docking methods is the ease of decomposition of
total docking score into atomic contributions which are espe-
cially useful during the ligand optimization step
[111, 112]. Atomic GFE values can be visually checked for a
ligand to determine beneficial and unsatisfactory functional
groups. For example, when modifying a ligand, favorable
gains associated with the modification may be offset by a loss
of favorable contributions in another part of the molecule,
information that is not readily accessible to other CADD dock-
ing methods [109]. In addition, visualization of FragMaps
around the docking pose of a ligand can also offer ideas about
additional functional groups that may be introduced to the
current scaffold to further improve affinity.

6. SILCS Bayesian ML reweighting: When experimental binding
data is available, LGFE scores can be trained using ML for a
refined prediction yielding a more accurate SAR model. The
LGFE is a simple summation over all atomic GFE contribu-
tions from different FragMap types, assuming the contribution
from each FragMap type is well balanced when fragments form
a full molecule. In practice, this represents an approximation
since the sum of binding affinities of individual fragments in a
molecule does not formally equal the binding affinity of the full
molecule due to the energy adjustment through linking frag-
ments into a molecule. Accordingly, the GFE FragMap con-
tributions in LGFE can be reweighted based on experimental
binding data to improve the predictability of SILCS-MC. This
is done by using a Bayesian Markov-Chain Monte Carlo-based
ML (BML) method [108].

7. To start the reweighting BML process, experimental data and
SILCS-MC docking poses in PDB format are required. The
ML training can be conducted by optimizing the root-mean-
square deviation (RMSD), Pearson correlation, or percent cor-
rect (true positives and true negatives) metrics between the
LGFE and experimental binding free energies. The user can
also select from three restraint types such as flat-bottom, hard
wall, and harmonic to prevent over-fitting problem. Running
the BML code will yield trained weighting factors for each
FragMap type and estimated prediction improvement based
on the current docking poses. The optimized weighting factors
of the FragMaps are then used to redo the SILCS-MC run to
verify the real improvement. The new LGFE score formula
with trained reweighting factors can then be used for new
ligand designs for the current protein target. In cases where
overfitting of the weighting factors occurs, the resulting dock-
ing poses and LGFE scores from the second SILCS-MC run
get highly perturbed and in poorer agreement with experi-
ment, respectively, allowing for a check on the applied BML
fitting parameters.
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3.4 Binding Site

Identification Using

SILCS-Hotspots

Computational binding site identification methods can be used to
exploit novel, druggable sites on new protein targets for potential
therapeutic development [113]. For antibiotics development, such
methods can be employed to search for putative allosteric sites as
alternatives to the active or orthosteric sites on bacterial proteins to
overcome drug resistance issues [114]. A binding site identification
method under the SILCS framework, named SILCS-Hotspots, was
developed recently by our laboratory [115]. SILCS-Hotspots is
designed to identify fragment binding hotspots that are spatially
distributed across the global protein structure including both sur-
face and interior binding sites. The general protocol using SILCS-
Hotspots to identify putative binding sites on a protein is described
as the following. The protocol requires that the SILCS FragMaps
are already available:

1. Select a collection of representative molecular fragments to be
used for the hotspots search. The Astex MiniFrag set [116] and
the collection of ~90 mono- and bicyclic rings present in drug
molecules [117] are both good fragment libraries to be used.

2. Partition the protein system into a set of overlapping 14.14 Å3

subspaces that encompass the entire protein. For each individ-
ual sampling box, exhaustive SILCS-MC as described in Sub-
heading 3.3 is conducted for every fragment in the library. All
SILCS-MC docking poses that are sampled over the full space
are collected for each fragment. Fragment docking poses with
LGFE scores of -2 kcal/mol or more favorable and within 6 Å
of any protein Cα atoms are selected as relevant binding poses
and subjected to the following clustering steps.

3. For each fragment, a center-of-mass (COM)-based clustering
with 3 Å cluster radius is performed. Clustering determines the
number of neighbors within a 3 Å radius of COM of each
docking pose and then identifies the pose with the largest
number of neighbors. The remaining cluster members are
then removed from the pool of docking poses with the process
continued until no additional poses remain. This step selects
presentative docking poses for each fragment.

4. A second round of clustering is conducted over docking poses
of all fragments obtained from the first round of clustering.
The same clustering algorithm is used but with a radius of 4 Å,
from which clusters that contain representative docking poses
for one or more fragments are identified. These cluster centers
are defined as Hotspots. Information on the hotspots include
the number and types of fragments in the site, the LGFE scores
of all fragments, and their spatial relationships. Hotspot rank-
ing may then be performed based on the average LGFE scores
or the number of fragments in a site.
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5. As previously discussed, top ranking sites based on quantitative
criteria do not always correspond to known binding sites of
drug-like molecules including allosteric modulators
[115]. Rather, visual inspection of the hotspots is undertaken
to identify those in which two or more hotspots are adjacent to
each other as required to covalently link fragments occupying
each site to create drug-like molecules. This qualitative selec-
tion of sites is facilitated by analysis of the SILCS FragMaps to
identify sites with apolar characteristics indicative of hydropho-
bic forces driving binding, along with FragMaps representative
of polar groups. In addition, analysis of the SILCS exclusion
map allows the for identification of regions of the protein that
open between Hotspots, allowing for chemically linking frag-
ments in those sites that is not evident from analysis of the
solvent accessible surface.

Figure 2 shows an example of representative sites from this
qualitative selection process for the bacterial enzyme TEM-1
beta-lactamase [118, 119]. Evident is that the sites contain
favorable hotspots including the presence of apolar FragMaps
(green), as such interactions are important to drive ligand
affinity, along with multiple polar FragMaps such as H-bond
donor and acceptor types that can contribute to specificity
(e.g., sites 1–3 in Fig. 2). All the qualitatively selected sites
can be further evaluated quantitatively.

6. Quantitative evaluation may be performed through exhaustive
SILCS-MC docking on each selected site using a library of
drug molecules, for example, FDA-approved drugs. In house,
~380 chemically diverse FDA-approved compounds were con-
structed for this purpose. Exhaustive SILCS-MC docking is
performed with the center of each site defined based on the
central hotspot along with a 5 Å radius; the process may be
repeated with each hotspot within an interesting site as the
center of the docking region. For each site, the average LGFE
scores of the top-ranked 25 FDA compounds based on the
LGFE scores are obtained along with the percent relative sol-
vent accessible surface area (rSASA%) [120]. The rSASA% is
calculated using the solvent accessibility of each ligand in the
presence and absence of the protein. Free software such as
FreeSASA can be used for such a calculation [121]. The com-
bination of these metrics is then used to quantify the binding
sites with ideal sites giving highly favorable LGFE scores (<-
10 kcal/mol) and small rSASA% (<40%) which indicate they
are suitable for binding drug-like molecules. For example,
Fig. 2 shows that sites 1 and 2 have more favorable LGFEs
than site 3 and both those sites have reasonable rSASA% around
30% compared to site 3 (~50%). Thus sites 1 and 2 are pre-
dicted to be putative binding sites over site 3. Experimental
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Fig. 2 SILCS-Hotspots analysis for the bacterial enzyme TEM-1 beta-lactamase using the Astex MiniFrag set.
SILCS apolar (green), H-bond donor (blue), and H-bond acceptor (red). FragMaps are rendered at -1.0 kcal/
mol, while positively charged (cyan) and negatively charged (orange) FragMaps are rendered at -1.2 kcal/
mol. Hotspots are shown as spheres with average LGFE colored in red-white-blue (more to less favorable)
scale. Putative binding sites selected based on adjacent hotspots, FragMaps, and exclusion maps are shown
in red dashed circles. Crystal binding modes of an active site (PDB:1ERM) [118] and an allosteric site
(PDB:1PZP) [119] binder are shown. rSASA% vs LGFE plots are shown in the lower panel for top 25 LGFE-
ranked FDA compounds for all three sites with average values indicated as vertical and horizon lines

crystal complex structures confirmed this with site 1 being the
active site and site 2 serving as an allosteric site for TEM-1 beta-
lactamase.

3.5 Membrane

Permeation Prediction

Using SILCS

Most antibiotics were designed to target proteins involved in intra-
cellular processes; thus the outer membrane of bacteria needs to be
penetrated for antibiotics to function. Drug resistance involving



modifications of macromolecules in the outer membrane is a com-
mon issue that needs to be considered when searching for new
antibiotics [122, 123]. While bacterial membranes are complex
environments with multiple transport and pore proteins, it is of
utility to estimate the pure membrane permeability of drug candi-
dates during drug discovery as this may contribute to drug bio-
availability. Traditionally, potential of mean force (PMF) free
energy profiles for a compound across membrane lipid bilayers are
derived using MD simulations [124]. The PMF may then be used
together with position-specific diffusion coefficient in the inhomo-
geneous solubility-diffusion equation [125] to derive effective
resistivity, which may be inverted into permeability. Under the
SILCS framework, we recently put forward a protocol to calculate
the permeation-related resistant coefficient of a molecule to cross
membranes [126] using LGFE energy profile and is described in
the following:
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1. Set up the membrane lipid bilayer system. This can be a bilayer
system with lipopolysaccharide composition that is specific for
the bacteria outer membrane of interest [127] or just a bilayer
model. Examples include pure 1,2-dipalmitoyl-sn-glycero-3-
phosphocholine (DPPC), a (0.9:0.1) 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC)/cholesterol mixture or a
(0.52:0.18:0.3) 1,2-dioleoyl-sn-glycero-3-phosphocholine
(DOPC)/1,2-dioleoyl-sn-glycero-3-phospho-l-serine
(DOPS)/cholesterol composition that mimics the lipid mix-
ture used in a parallel artificial membrane permeability assay
(PAMPA) experimental study [128]. The membrane builder
functionality [129] in CHARMM-GUI is a very convenient
tool to set up such lipid bilayer systems. Minimization and
short MD simulation can be conducted to further stabilize
the lipid bilayer model using protocol and inputs supplied by
the CHARMM-GUI.

2. Perform the standard SILCS simulation on the lipid bilayer
system and generate the GFE FragMaps.

3. Calculate the LGFE profile for drug-like ligands across the lipid
bilayer. Run SILCS-MC for the ligand along the normal Z to
the bilayer with 1 Å increments covering the full bilayer system
including both the lipid and water phases. At each Z position,
SILCS-MC is performed under exhaustive mode as described
in Subheading 3.3 except for that the ligand COM is only
allowed to vary by 1 Å maximum from the assigned Z value
duringMC sampling. SILCS-MC simulation can be conducted
at multiple different (X,Y) positions along the plane of the
bilayer to ensure proper samplings. LGFE profile is constructed
at each (X,Y) position along Z, and multiple energy profiles are
averaged over different (X,Y) positions to get the final LGFE
profile with standard deviation being evaluated.
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4. Use the LGFE energy profile G(z) along Z axis to calculate
permeation-related resistant factor R. The effective membrane
permeability Peff can be calculated from the effective resistivity
Reff through equation: 1/Peff = Reff =

R
h R(z)dz., where h is

the bilayer thickness, and resistivity R(z) at position z is
defined as: R(z) = eβ(ΔG(z))/D(z), where D(z) is the position-
specific diffusion coefficient at position z and ΔG(z) = G(z)-
Gref. Here, G(z) is the LGFE profile as a function of z, and Gref

is the reference-free energy in the water phase that can be
calculated from the average LGFE over the water phase.
β = 1/kBT, where kB is the Boltzmann constant and T is the
absolute temperature. In the current protocol, D(z) is not
calculated and is assumed to be a constant D so that
1/Peff = R/D where R =

R
h eβ(ΔG(z))dz will be calculated as

the resistant coefficient.

3.6 Protein-Protein

Interaction Prediction

Using SILCS-PPI

Protein-protein interactions (PPIs) are involved in a tremendous
amount of vital cellular processes in bacteria and can serve as novel
antibiotic targets [130, 131]. Efforts toward the inhibition of PPIs
related to division and replication, transcription, outer membrane
protein complexes, as well as toxin-antitoxin systems in bacteria are
ongoing [132]. Thus, PPI prediction is of utility to identify novel
druggable PPI interfaces in bacterial proteins and pave the way
toward novel antibiotic therapeutics. Traditional PPI prediction
methods are mostly based on rigid protein structures with limited
flexibility considerations [133]. Using the GFE FragMap and pro-
tein residue occupancy distributions, or protein probability grids
(PPG), calculated from SILCS, a PPI prediction method named
SILCS-PPI was put forward in our laboratory [134]. It uses SILCS
FragMaps and PPG from both proteins involved in a PPI which
have flexibility considerations intrinsically embedded in them
together with fast Fourier transforms (FFT)-enhanced sampling
to sample a comprehensive set of PPI interaction orientations that
are then ranked based on the overlap of the FragMaps and PPG of
the protein partners. The general SILCS-PPI protocol is described
as the following and requires that the SILCS FragMaps and PPG
for both proteins are already available:

1. Run SILCS-PPI prediction using both FragMaps and PPGs as
well as exclusion maps from both proteins. During the run,
FragMaps from the ligand protein will be spatially operated to
match PPGs from the receptor protein and vice visa. To expe-
dite the process, unique rigid body rotations [135] are consid-
ered for the ligand protein, and for each rotation, FFT is used
to calculate PPI scores for all global translations in one go. The
final SILCS-PPI score is obtained by summing overall ligand
FragMap-receptor PPG scores and receptor FragMap-ligand
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PPG scores of all types as well as an exclusion score calculated
from the correlation of exclusion maps from the two proteins
which serve as an alternative shape complementary score.

2. Save top-ranked solutions (global translation and rotation
parameters) and construct PPI complex coordinates. Then
two-pass clustering is used to cluster all complex models. In
the first step, COM-based clustering is conducted to put all
models whose COM distances are within 6 Å into the same
cluster. Next, a second orientation-based clustering is per-
formed using an angular distance metric that preserves period-
icity [136]. The distance cutoff is set to 0.5, which corresponds
to about 30° in an angle. After the two-pass clustering, the best
scoring pose from each cluster is saved for further evaluation.

3. COM of top-ranked solutions can be visualized on the surfaces
of both ligand and receptor proteins and colored by SILCS-PPI
scores to help interpret the predicted PPI interfaces. The popu-
lations of COMs on the protein surface can be used to predict
alternative PPI sites. In addition, the PDB coordinates of the
PPI complexes may be accessed, though they are based on the
rigid crystal structures used to initiate the SILCS-PPI calcula-
tion such that there will typically be steric overlap between the
two proteins that require careful relaxation of the structures
prior to MD simulations.

3.7 Biologic

Formulation Using

SILCS

Besides efforts to develop small molecule antibiotics to counteract
the evolving drug resistance of bacteria, researchers are also apply-
ing biologic-based drugs such as monoclonal antibodies (mAbs) in
the battle [137–140]. Biomacromolecular therapeutics, or
so-called biologics, need to be carefully formulated to maximize
protein stability and minimize viscosity, so as to ensure both efficacy
and safety for highly concentrated formulations [141]. Toward
maximizing stability, biologics can be formulated with excipients
to help minimize aggregation and denaturation of the biologic in a
solution formulation [142]. To assist the rational selection of exci-
pients for biologics, we developed the SILCS-Biologics protocol
[143, 144] which combines SILCS-PPI and SILCS-Hotspots as
described above to predict both PPIs that can contribute to protein
aggregation and increased viscosity and binding sites of excipients.
This information is then combined to build a model for protein
stability, aggregation, and viscosity prediction. Basic protocol is
shown in the following:

1. Run SILCS simulation on the biologic protein and generate
both FragMaps and PPGs as described in Subheading 3.6.

2. Predict PPI sites using SILCS-PPI as described in Subheading
3.6. Instead of two proteins, here the SILCS-PPI calculation is
conducted against the same set of FragMaps and PPGs from
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the single protein. After the two-pass clustering in SILCS-PPI,
all selected poses are used to calculate a per-residue PPI prefer-
ence value (PPIP) by counting the number of contacts between
the receptor and ligand (the same protein) atoms within a 5 Å
cutoff over all poses and normalized by the maximum PPIP
value to get the final PPIP score for all residues that contribute
PPI. Such PPIP score suggests the likelihood of a residue being
involved in a PPI that may lead to aggregation or increase
viscosity.

3. Run SILCS-Hotspots to map excipient binding sites on the
biologic protein. The user can choose a collection of excipient
molecules desired for the formulation. In our in-house tests
[143], amino acid and sugar excipient molecules used include
alanine, arginine, aspartate, citrate, glucose, glutamate, glycine,
histidine, lactate, lysine, malate, mannitol, phosphate, proline,
sorbitol, succinate, sucrose, threonine, trehalose, and valine.
This list may be easily altered or extended as needed.

4. Combine the calculated PPIP from step 2 and excipient bind-
ing site profiles from step 3 to investigate the potential effect of
excipient molecules on biologic protein aggregation. For
example, the number of excipient binding sites that satisfy a
range of PPIP and energy criteria may be selected. These may
then be partitioned into the number of sites involving individ-
ual excipients. In addition to LGFE, ligand efficiency (LE),
which is defined as LGFE divided by number of
non-hydrogen atoms in a molecule, is also employed to rank
excipients since it is independent of the size of the excipient
molecules. In a study on the NIST mAb, it was found that a
criterion defined as number of excipient binding sites that have
average LE < -0.25 kcal/mol and PPIP >0.1, correlates well
with experimental viscosity profile in general [143]. Such crite-
rion has the ability to indicate the strength of excipient to
prevent aggregation since it incorporates information about
favorable excipient binding (more negative LE) against more
likely aggregation-involved regions (higher PPIP). In practice,
user can try different criteria using PPIP, LGFE, and LE
metrics for biologic protein of interest and even build a regres-
sion model using these metrics if there is experimental
aggregation-related data available. We note that given the
challenges associated with biologic formulations, it is likely
that different criteria will be required for different proteins,
even with different mAb molecules of the same class.
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4 Notes

1. For protein structure prediction using AlphaFold, regions with
low pLDDT values are often intrinsically disordered regions
[50], which are generally not suitable for drug targeting pur-
poses. The intrinsically disordered regions are often presented
as extended polypeptide regions in the predicted 3D structures.
If a well-structured region in your model has low pLDDT
values, this then might indicate that the quality of the model
is questionable and needs to be examined.

2. Docking pose of a ligand from a SILCS-MC run can have
clashes with the protein structure that is used to initialize the
SILCS simulation. This is because SILCS-MC docking uses
SILCS FragMaps that incorporate the protein flexibility during
the MD simulation. An alternative is to visualize the docking
pose with the SILCS exclusion map which can serve as a
flexibility accounting alternative to the protein surface repre-
sentation based on a single rigid protein structure. To present
the SILCS-MC docking pose in a classic protein-ligand inter-
action representation fashion, it is also practical to extract
protein structures from the SILCS simulation that have no
clashes with the pose to present the result. Finally, when com-
bining the SILCS-MC predicted ligand orientation with the
protein structure used to initiate the simulation or one
extracted from the SILCS simulations, it is important to per-
form careful relaxation of the protein around the ligand prior
to the production of MD simulations.

3. In the current version of SILCS-PPI, only protein structures
that used to initialize SILCS simulations are used to construct
PPI complex coordinates. In practice, representative protein
structures from SILCS simulations can be extracted for model
construction purposes, and minimization with short-time MD
simulation is also desired to further refine the complex model
for a better PPI representation.

Acknowledgments

This work was supported by NIH grants R35GM131710 (AM),
GM129327 (DW), AI152397 (DW), the University of Maryland
Center for Biomolecular Therapeutics (CBT), the Samuel Waxman
Cancer Research Foundation, and the Computer-Aided Drug
Design (CADD) Center at the University of Maryland, Baltimore.

Conflict of Interest A.D.M. is co-founder and CSO of
SilcsBio LLC.



146 Wenbo Yu et al.

References

1. Blaskovich MAT (2020) Antibiotics special
issue: challenges and opportunities in antibi-
otic discovery and development. ACS Infect
Dis 6:1286–1288

2. Ribeiro da Cunha B, Fonseca LP, Calado
CRC (2019) Antibiotic discovery: where
have we come from, where do we go? Anti-
biotics 8:45

3. Yu W, Guvench O, MacKerell AD (2013)
Computational approaches for the design of
protein–protein interaction inhibitors. In:
Zinzalla G (ed) Understanding and exploiting
protein–protein interactions as drug targets.
Future Science Ltd., London, pp 99–102

4. Yu W, MacKerell AD (2017) Computer-aided
drug design method. In: Sass P
(ed) Antibiotics methods and protocols.
Methods in Molecular Biology. Springer Sci-
ence+Business Media, New York, pp 85–106

5. Krebs FS, Esque J, Stote RH (2019) A
computational study of the molecular basis
of antibiotic resistance in a DXR mutant. J
Comput Aided Mol Des 33:927–940

6. Li J, Beuerman R, Verma CS (2020) Dissect-
ing the molecular mechanism of colistin resis-
tance inmcr-1 bacteria. J Chem Inf Model 60:
4975–4984

7. Liu Y, Wang Y, Walsh TR, Yi L, Zhang R,
Spencer J, Doi Y, Tian G, Dong B,
Huang X, Yu L, Gu D, Ren H, Chen X,
Lv L, He D, Zhou H, Liang Z, Liu J, Shen J
(2016) Emergence of plasmid-mediated colis-
tin resistance mechanism MCR-1 in animals
and human beings in China: a microbiological
and molecular biological study. Lancet Infect
Dis 16:161–168

8. O’Neill MJ, Wilks A (2013) The P. aeruginosa
Heme binding protein PhuS is a Heme oxy-
genase titratable regulator of Heme uptake.
ACS Chem Biol 8:1794–1802

9. Nguyen AT, O’Neill MJ, Watts AM, Robson
CL, Lamont IL, Wilks A, Oglesby-Sherrouse
AG (2014) Adaptation of iron homeostasis
pathways by a Pseudomonas aeruginosa Pyo-
verdine mutant in the cystic fibrosis lung. J
Bacteriol 196:2265–2276

10. Liang D, Robinson E, Hom K, Yu W,
Nguyen N, Li Y, Zong Q, Wilks A, Xue F
(2018) Structure-based design and biological
evaluation of inhibitors of the pseudomonas
aeruginosa heme oxygenase (pa-HemO).
Bioorg Med Chem Lett 28:1024–1029

11. Xu X, Godoy-Ruiz R, Adipietro KA,
Peralta C, Ben-Hail D, Varney KM, Cook
ME, Roth BM, Wilder PT, Cleveland T,

Grishaev A, Neu HM, Michel SL, Yu W,
Beckett D, Rustandi RR, Lancaster C, Lough-
ney JW, Kristopeit A, Christanti S, Olson JW,
MacKerell AD, Des Georges A, Pozharski E,
Weber DJ (2020) Structure of the cell-
binding component of the Clostridium diffi-
cile binary toxin reveals a di-heptamer macro-
molecular assembly. Proc Natl Acad Sci U S A
117:1049–1058

12. Varney KM, Bonvin AMJJ, Pazgier M,
Malin J, Yu W, Ateh E, Oashi T, Lu W,
Huang J, Diepeveen-de Buin M, Bryant J,
Breukink E, MacKerell AD, de Leeuw EPH
(2013) Turning defense into offense: Defen-
sin mimetics as novel antibiotics targeting
lipid II. PLoS Pathog 9:e1003732

13. Fletcher S, Yu W, Huang J, Kwasny SM,
Chauhan J, Opperman TJ, MacKerell AD, de
Leeuw EPH (2015) Structure-activity explo-
ration of a small-molecule lipid II inhibitor.
Drug Des Devel Ther 9:2383–2394

14. Chauhan J, Yu W, Cardinale S, Opperman TJ,
MacKerell AD, Fletcher S, de Leeuw EPH
(2020) Optimization of a Benzothiazole
Indolene scaffold targeting bacterial cell wall
assembly. Drug Des Devel Ther 14:567–574

15. Tooke CL, Hinchliffe P, Bragginton EC,
Colenso CK, Hirvonen VHA, Takebayashi Y,
Spencer J (2019) β-Lactamases and
β-lactamase inhibitors in the 21st century. J
Mol Biol 431:3472–3500

16. Guvench O, MacKerell AD (2009) Computa-
tional fragment-based binding site identifica-
tion by ligand competitive saturation. PLoS
Comput Biol 5:e1000435

17. Raman EP, Yu W, Guvench O, MacKerell AD
(2011) Reproducing crystal binding modes of
ligand functional groups using site-
identification by ligand competitive saturation
(SILCS) simulations. J Chem Inf Model 51:
877–896

18. Raman EP, Yu W, Lakkaraju SK, MacKerell
AD (2013) Inclusion of multiple fragment
types in the site identification by ligand com-
petitive saturation (SILCS) approach. J Chem
Inf Model 53:3384–3398

19. Parvaiz N, Ahmad F, Yu W, MacKerell AD,
Azam SS (2021) Discovery of beta-lactamase
CMY-10 inhibitors for combination therapy
against multi-drug resistant Enterobacteria-
ceae. PLoS One 16:e0244967

20. Faller C, Raman EP, MacKerell AD, Guvench
O (2015) Site identification by ligand com-
petitive saturation (SILCS) simulations for
fragment-based drug design. In: Klon AE



Computer-Aided Drug Design: An Update 147

(ed) Fragment-based methods in drug discov-
ery. Springer, New York, pp 75–87

21. Yu W, Lakkaraju S, Raman EP, MacKerell AD
(2014) Site-identification by ligand competi-
tive saturation (SILCS) assisted pharmaco-
phore modeling. J Comput Aided Mol Des
28:491–507

22. Yu W, Lakkaraju SK, Raman EP, Fang L,
MacKerell AD (2015) Pharmacophore mod-
eling using site-identification by ligand com-
petitive saturation (SILCS) with multiple
probe molecules. J Chem Inf Model 55:407–
420

23. Abel R, Wang L, Harder ED, Berne BJ, Fries-
ner RA (2017) Advancing drug discovery
through enhanced free energy calculations.
Acc Chem Res 50:1625–1632

24. King E, Aitchison E, Li H, Luo R (2021)
Recent developments in free energy calcula-
tions for drug discovery. Front Mol Biosci 8:
712085

25. Chen J, Wang X, Pang L, Zhang JZH, Zhu T
(2019) Effect of mutations on binding of
ligands to guanine riboswitch probed by free
energy perturbation and molecular dynamics
simulations. Nucleic Acids Res 47:6618–
6631

26. Fowler PW (2020) How quickly can we pre-
dict trimethoprim resistance using alchemical
free energy methods? Interface Focus 10:
20190141

27. Vamathevan J, Clark D, Czodrowski P,
Dunham I, Ferran E, Lee G, Li B,
Madabhushi A, Shah P, Spitzer M, Zhao S
(2019) Applications of machine learning in
drug discovery and development. Nat Rev
Drug Discov 18:463–477

28. Jackson PC (2019) Introduction to artificial
intelligence: third edition. Dover Publications
Inc, Mineola, New York

29. Hosny A, Parmar C, Quackenbush J,
Schwartz LH, Aerts HJWL (2018) Artificial
intelligence in radiology. Nat Rev Cancer 18:
500–510

30. Manning CD (2015) Computational linguis-
tics and deep learning. Comput Linguist 41:
701–707

31. Owens JD, Houston M, Luebke D, Green S,
Stone JE, Phillips JC (2008) GPU comput-
ing. Proc IEEE 96:879–899

32. Melo MCR, Maasch JRMA, de la Fuente-
Nunez C (2021) Accelerating antibiotic dis-
covery through artificial intelligence. Com-
mun Biol 4:1050

33. Anahtar MN, Yang JH, Kanjilal S (2021)
Applications of machine learning to the prob-
lem of antimicrobial resistance: an emerging

model for translational research. J Clin Micro-
biol 59:e01260–e01220

34. Hyun JC, Kavvas ES, Monk JM, Palsson BO
(2020) Machine learning with random sub-
space ensembles identifies antimicrobial resis-
tance determinants from pan-genomes of
three pathogens. PLoS Comput Biol 16:
e1007608

35. Stokes JM, Yang K, Swanson K, Jin W,
Cubillos-Ruiz A, Donghia NM, MacNair
CR, French S, Carfrae LA, Bloom-Ackerman-
Z, Tran VM, Chiappino-Pepe A, Badran AH,
Andrews IW, Chory EJ, Church GM, Brown
ED, Jaakkola TS, Barzilay R, Collins JJ (2020)
A deep learning approach to antibiotic discov-
ery. Cell 180:688–702

36. Corsello SM, Bittker JA, Liu Z, Gould J,
McCarren P, Hirschman JE, Johnston SE,
Vrcic A, Wong B, Khan M, Asiedu J,
Narayan R, Mader CC, Subramanian A,
Golub TR (2017) The drug
repurposing hub: a next-generation drug
library and information resource. Nat Med
23:405–408

37. Towns J, Cockerill T, Dahan M, Foster I,
Gaither K, Grimshaw A, Hazlewood V,
Lathrop S, Lifka D, Peterson GD, Roskies R,
Scott JR, Wilkins-Diehr N (2014) XSEDE:
accelerating scientific discovery. Comput Sci
Eng 16:62–74

38. Kotas C, Naughton T, Imam N (2018) A
comparison of Amazon Web Services and
Microsoft Azure cloud platforms for high per-
formance computing. 2018 IEEE Interna-
tional Conference on Consumer Electronics
(ICCE), pp 1–4

39. Brooks BR, Brooks CL, Mackerell AD,
Nilsson L, Petrella RJ, Roux B, Won Y,
Archontis G, Bartels C, Boresch S,
Caflisch A, Caves L, Cui Q, Dinner AR,
Feig M, Fischer S, Gao J, Hodoscek M,
Im W, Kuczera K, Lazaridis T, Ma J,
Ovchinnikov V, Paci E, Pastor RW, Post CB,
Pu JZ, Schaefer M, Tidor B, Venable RM,
Woodcock HL, Wu X, Yang W, York DM,
Karplus M (2009) CHARMM: the biomolec-
ular simulation program. J Comput Chem 30:
1545–1614

40. Van Der Spoel D, Lindahl E, Hess B,
Groenhof G, Mark AE, Berendsen HJC
(2005) GROMACS: fast flexible and free. J
Comput Chem 26:1701–1718

41. Phillips JC, Hardy DJ, Maia JD, Stone JE,
Ribeiro JV, Bernardi RC, Buch R, Fiorin G,
Hénin J, Jiang W, McGreevy R (2020) Scal-
able molecular dynamics on CPU and GPU
architectures with NAMD. J Chem Phys 153:
044130



148 Wenbo Yu et al.

42. Eastman P, Swails J, Chodera JD, McGibbon
RT, Zhao Y, Beauchamp KA, Wang L, Sim-
monett AC, Harrigan MP, Stern CD, Wie-
wiora RP, Brooks BR, Pande VS (2017)
OpenMM 7: rapid development of high per-
formance algorithms for molecular dynamics.
PLoS Comput Biol 13:e1005659

43. Hynninen A, Crowley MF (2014) New faster
CHARMM molecular dynamics engine. J
Comput Chem 35:406–413

44. Kohnke B, Kutzner C, Grubmuller H (2020)
A GPU-accelerated fast multipole method for
GROMACS: performance and accuracy. J
Chem Theory Comput 16:6938–6949

45. Harvey MJ, Giupponi G, De Fabritiis G
(2009) ACEMD: accelerating biomolecular
dynamics in the microsecond time scale. J
Chem Theory Comput 5:1632–1639

46. Bernstein FC, Koetzle TF, Williams GJB,
Meyer EF Jr, Brice MD, Rodgers JR,
Kennard O, Shimanouchi T, Tasumi M
(1977) The protein data bank: a computer-
based archival file for macromolecular struc-
tures. J Mol Biol 112:535–542

47. Renaud JP, Chari A, Ciferri C, Liu W,
Remigy H, Stark H, Wiesmann C (2018)
Cryo-EM in drug discovery: achievements
limitations and prospects. Nat Rev Drug Dis-
cov 17:471–492

48. Baek M, DiMaio F, Anishchenko I,
Dauparas J, Ovchinnikov S, Lee GR, Wang J,
Cong Q, Kinch LN, Schaeffer RD, Millán C,
Park H, Adams C, Glassman CR,
DeGiovanni A, Pereira JH, Rodrigues AV,
van Dijk AA, Ebrecht AC, Opperman DJ,
Sagmeister T, Buhlheller C, Pavkov-Keller T,
Rathinaswamy MK, Dalwadi U, Yip CK,
Burke JE, Garcia KC, Grishin NV, Adams
PD, Read RJ, Baker D (2021) Accurate pre-
diction of protein structures and interactions
using a three-track neural network. Science
373:871–876

49. Jumper J, Evans R, Pritzel A, Green T,
Figurnov M, Ronneberger O,
Tunyasuvunakool K, Bates R, Žı́dek A,
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Chapter 8

Cytotoxicity Assays as Predictors of the Safety and Efficacy
of Antimicrobial Agents

Alexander Zipperer, Jasmin Scheurer, and Dorothee Kretschmer

Abstract

The development of safe antimicrobial agents is important for the effective treatment of pathogens. From a
multitude of discovered inhibitory compounds, only a few antimicrobial agents are able to enter the market.
Many antimicrobials are, on the one hand, quite effective in killing pathogens but, on the other hand,
cytotoxic to eukaryotic cells. Cell health can be monitored by various methods. Plasma membrane integrity,
DNA synthesis, enzyme activity, and reducing conditions within the cell are known indicators of cell
viability and cell death. For a comprehensive overview, methods to analyze cytotoxic and hemolytic effects,
e.g., lactate dehydrogenase release, cell proliferation analysis, cell viability analysis based on the activity of
different intracellular enzymes, and hemolysis assay of antimicrobial compounds on human cells, are
described in this updated chapter.

Key words Cytotoxicity assay, Lactate dehydrogenase release, Resazurin-based cell viability assay, Cell
proliferation reagent WST-1, Hemolysis assay

1 Introduction

The emergence of multidrug-resistant organisms (MDRO) makes
it essential to have access to adequate techniques to analyze drugs
not only in relation to their antimicrobial effects but also regarding
their cytotoxic potential. Although MDROs have evolved over
decades, there are only very few antibiotics on the market, which
can be used to treat such infections. The example of vancomycin
shows how important it is to develop novel antibiotics. Vancomycin
is an antibiotic of last resort and of high clinical importance since it
is applied to treat persistent infections. However, it also possesses
nephrotoxic and ototoxic properties and can cause renal failure
when injected intravenously [1]. The identification of treatment
alternatives with fewer side effects is therefore essential to ensure
patients’ well-being. Cytotoxicity can be analyzed by various meth-
ods, for example, via measuring the cell membrane integrity
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through membrane leakage assays. One example (to measure the
toxicity of substances) is the labeling of cells with Trypan Blue, a
vital stain (diazo dye) that crosses only damaged membranes and
will therefore stain only damaged/dead cells. The activity of the
enzyme lactate dehydrogenase (LDH) is another indicator that is
used very frequently to measure the integrity of cell membranes
after treatment with cytotoxic compounds. LDH is present in
nearly all cells and cell lines and catalyzes the conversion of lactate
into pyruvate. Damage of the plasma membrane leads to rapid
release of LDH into the cell culture supernatant where its activity
can be determined via an enzymatic test [2–5].
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Further assays that can be used to analyze cytotoxicity are based
on the activity measurement of mitochondrial enzymes of healthy
cells [6–14]. Resazurin functions as an indicator for cell health by
using the reducing power of living cells to quantitatively measure
the proliferation of various cell lines. Thereby the relative cytotox-
icity of agents can be measured. Living cells maintain a reducing
environment within the cytosol of the cell. Resazurin is a nontoxic,
cell-permeable compound that is blue in color and nonfluorescent.
Upon entering the cells, resazurin is reduced to resorufin, a com-
pound that is red in color and highly fluorescent. Viable cells
continuously convert resazurin into resorufin, increasing the overall
fluorescence and the color of the growth medium. Like resazurin
WST-1 can be used for the analysis of cytotoxic compounds based
on the investigation of cell proliferation. This test is based on the
cleavage of tetrazolium salts to formazan by cellular enzymes. The
proliferation of cells results in an increase in the overall activity of
mitochondrial dehydrogenases in the sample. This augmentation in
enzyme activity leads to an increase in the amount of formazan dye
and correlates directly to the number of metabolically active cells in
the culture [15, 16]. In contrast to resazurin WST-1 is a red
substrate. The color of WST-1 changes into yellow if the cells are
alive. To investigate cytotoxicity, e.g., in keratinocytes, the
4-methylumbelliferyl heptanoate (MUH) assay can be used. In
this assay, intracellular esterases of viable cells hydrolyze the
MUH fluorochrome into a highly fluorescent dye [17–19]. A fur-
ther method to analyze the toxicity of antimicrobials is to use non-
membrane-permeable fluorescent dyes like 7-amino-actinomycin-
D (7-AAD), which can intercalate in the DNA if cell membranes are
damaged and undergoes a spectral shift upon association with
DNA. Therefore, 7-AAD can be used as a marker for necrotic
cells. The advantage of this method is that analyzing can occur via
fluorescence-activated cell sorting (FACS) by a FACS analyzer.

A further method to analyze the toxicity of compounds is to
determine the capacity of the antimicrobials to induce the lysis of
red blood cells. In the case of red blood cells, this process is called
hemolysis. This compound, an iron-containing oxygen-transport
metalloprotein, is able to transport four oxygen molecules from the



lung to distant tissues and organs where it is released to facilitate
aerobic respiration. Simultaneously hemoglobin returns carbon
dioxide back to the lungs where the cycle is refreshed with the
exchange of carbon dioxide to oxygen. Hemolysis can be easily
measured via analyzing the amount of hemoglobin in the superna-
tant of erythrocytes [20–22].
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The dissemination of more and more MDROs results in the
urgent need for potent antimicrobial compounds. In order to
develop not only effective but also safe drugs, it is necessary to
ascertain if compounds are cytotoxic or induce hemolysis of ery-
throcytes. To determine the potential cytotoxicity of compounds,
leukocytes, which are quite sensitive cells, are commonly used. In
this updated chapter [23], we describe some basic, easy-to-perform
methods that are frequently applied to analyze the cytotoxicity of
various antimicrobial compounds.

2 Materials

2.1 Isolation of

Human Neutrophils

and Erythrocytes

1. Sodium heparin-containing tubes.

2. Pyrogen-free PBS.

3. Histopaque (density 1.119 g/mL).

4. Ficoll (density 1.007 g/mL).

5. Dulbecco’s phosphate-buffered saline (DPBS).

6. Assay medium: RPMI 1640 w/o L-glutamine.

7. 4% Trypan Blue solution.

8. Erythrocyte lysis buffer: to 500 mL bidest. H2O add 4.145 g
NH4Cl, 0.5006 g KHCO3, 0.0146 g EDTA.

9. Cell culture microscope.

10. Neubauer chamber for cell counting.

2.2 LDH Activity 1. Incubator (37 °C, 5% CO2, 95% humidity).

2. Centrifuge with rotor for microtiter plates (MTP).

3. Microtiter plate reader with 490–492 nm filter (if a reference
wavelength should be subtracted, a filter over 600 nm is
recommended).

4. Cell culture microscope.

5. 96-well microplates with U-bottom for suspension cells and
flat bottom for adherent cells. For color development in all
assays: optically clear flat-bottomed MTPs.

6. Assay medium: RPMI 1640 without phenol red containing 1%
serum or 0.05% HSA.
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7. Triton X-100 solution: 2% Triton X-100 in assay medium. The
maximum amount of releasable LDH enzyme activity is deter-
mined by lysing the cells with Triton X-100 (final concentra-
tion: 1% Triton X-100). At this concentration Triton X-100
does not affect the LDH activity.

8. Reaction mixture: consists usually of two compounds which
have to be mixed shortly before use (depending on manufac-
turer’s instructions).

9. Optional: 1 N HCl stop solution. The enzyme reaction can be
stopped by the addition of 50 μL/well 1 N HCl (final concen-
tration: 0.2 N HCl).

10. Optional: LDH standard preparation. If the released LDH
activity has to be calculated in U/mL instead of relative cyto-
toxicity in percent of absorbance, it is recommended to use an
appropriate LDH preparation as standard.

2.3 Cell Viability

Assay Based on

Resazurin

1. Human leukemic monocytes (THP-1 cells).

2. Incubator (37 °C, 5% CO2, 95% humidity).

3. Centrifuge with rotor for microtiter plates.

4. Microtiter plate reader to determine excitation at 560 nm and
emission at 600 nm, optically clear flat-bottomed 96-well
microtiter plates.

5. Assay medium: RPMI-1640 with 2 g NaHCO3, 10% heat-
inactivated fetal calf serum (FCS), 1% L-glutamine, and 1%
penicillin-streptomycin, all components have to be sterile and
suitable for cell culture.

6. 2% Triton X-100 as a positive control for strong cytotoxic
activity.

7. Alamar Blue (Invitrogen, AbD Serotec®, G-Biosciences,
Sigma-Aldrich).

2.4 Cell Proliferation

Assay Using WST-1

1. Incubator (37 °C, 5% CO2, 95% humidity).

2. Centrifuge (with rotor for MTP).

3. ELISA reader with a filter for a wavelength between 420 and
480 nm (if a reference wavelength is to be subtracted, a filter
above 600 nm is recommended).

4. Cell culture microscope.

5. Hemocytometer.

6. 96-well microplates (flat bottom for adherent cells, tissue cul-
ture grade).
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7. Assay medium: RPMI 1640 containing 10% heat-inactivated
FCS, 2 mM L-glutamine, optionally add penicillin/
streptomycin.

8. Cell Proliferation Reagent WST-1.

2.5 Cell Death

Analysis with 7-

Aminoactinomycin D

(7-AAD)

1. 7-Aminoactinomycin-D (7-AAD).

2. Assay medium: RPMI 1640.

3. FACS tubes (5 mL).

4. Flow cytometer with a 488 nm laser.

5. Incubator for heating cells up to 75 °C (e.g., thermomixer).

6. Flow cytometer software (FlowJo or other) to analyze the
FACS data.

2.6 Isolation and Cell

Culture of Primary

Human Keratinocytes

11. Dispase® II (neutral protease, grade II) (Roche).

12. Epidermal keratinocyte base medium with supplements
(CnT-07 Epithelial Proliferation Medium, CELLnTEC).

13. Dulbecco’s phosphate-buffered saline (PBS).

14. Assay medium: RPMI 1640 w/o L-glutamine.

15. Fetal bovine serum.

16. 0.05% trypsin-EDTA.

17. Gentamycin.

18. Amphotericin B.

19. 100 μM pore size cell strainer.

20. Collagen-coated tissue flasks (e.g., Corning or BioCoat™).

2.7 Cell Viability

Assay Using 4-

Methylumbelliferyl

Heptanoate (MUH)

8. Human primary keratinocytes.

9. Optically clear flat-bottomed 96-well microtiter plates.

10. Incubator (37 °C, 5% CO2, 95% humidity).

11. Microplate fluorimeter to determine excitation at 355 nm and
emission at 460 nm.

12. Collagen type I (e.g., rat tail; Corning).

13. 0.05% trypsin-EDTA.

14. Trypan Blue.

15. Dulbecco’s phosphate-buffered saline (PBS).

16. Epidermal keratinocyte base medium with supplements
(CnT-07 Epithelial Proliferation Medium, CELLnTEC).

17. 2% Triton X-100 as a positive control for strong cytotoxic
activity.

18. 4-Methylumbelliferyl heptanoate.
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2.8 Hemolysis Assay 1. Histopaque, Ficoll, heparinized tubes (see Subheading 2.1:
isolation of leukocytes).

2. Incubator (37 °C, 5% CO2, 95% humidity).

3. Centrifuge for reaction tubes (1.5 mL, 2 mL, 15 mL, 50 mL).

4. Spectral photometer with 540 nm absorbance measurement.

5. Centrifuge with rotor for MTP.

6. Assay medium: 1 × phosphate-buffered saline (PBS).

7. 2% Triton X-100 in 1 × PBS as positive control.

3 Methods

3.1 Isolation of

Human Neutrophils

and Erythrocytes

1. Collect blood obtained from healthy human volunteers into
sodium heparin-containing tubes for neutrophil isolation.

2. Dilute the heparinized blood 1:2 (v/v) with pyrogen-free PBS,
and layer it carefully onto a gradient of 12 mL Histopaque
(density 1.119 g/mL) and 10 mL Ficoll (density 1.007 g/
mL) in a 50 mL conical centrifuge tubes. A maximum of
25 mL of the diluted blood can be used per tube.

3. Centrifuge the tube at 380 × g for 20 min at room temperature
(RT) with a maximum of acceleration and without brake.

4. After centrifugation isolate the neutrophils from the Histopa-
que phase, transfer the cells to a new 50 mL conical centrifuge
tube, and wash them with RPMI and added 0.05% HSA
(RPMI/HSA) at 250 × g for 10 min at RT with a maximum
of acceleration and with brake (Fig. 1).

5. Discard the supernatant carefully.

Fig. 1 Isolation of neutrophils and erythrocytes by density gradient
centrifugation. Gradient before (left side) and after (right side) centrifugation.
(Figure reprinted from [23])
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6. Incubate the cell pellet, which contains the neutrophils and
residual erythrocytes, for 3 min at 37 °C and 5% CO2 with
5 mL erythrocyte lysis buffer.

7. After incubation, wash neutrophils again with RPMI/HSA at
250 × g for 10 min at RT and discard the supernatant. Solve the
remaining cell pellet in 1–3mL RPMI/HSA and determine the
cell number (next step).

8. To analyze the cell number, mix 90 μL Trypan Blue with 10 μL
of the cell suspension. Add 10 μL of this mixture to a Neubauer
chamber. To calculate the number of cells in the chamber, 4 big
squares containing 16 small squares have to be enumerated,
respectively. The cell number per mL can be determined with
this formula:

3.2 Isolation and

Cultivation of Primary

Human Keratinocytes

1. Collect skin punches, e.g., from juvenile foreskin after routine
circumcision or from surgical discard skin.

2. Remove fat and vascular tissue and cut skin into small 1 cm2

pieces.

3. Incubate skin overnight at 4 °C in epidermal keratinocyte base
medium supplemented with 10 μg/mL gentamycin and
0.25 μg/mL amphotericin B. Add 10 mg/mL Dispase® II to
digest the basal lamina. The skin pieces should only float with
the underside in the media and the epidermis should
remain dry.

4. The next day, carefully separate epidermis from dermis and cut
epidermis in small pieces.

5. Incubate epidermis slices in 0.05% trypsin-EDTA for 10 min at
37 °C and 5% CO2.

6. Stop digestion using RPMI containing 10% fetal bovine serum.

7. Prepare a single cell suspension by pipetting slices up and
down, and transfer the cells to a cell strainer with 100 μM
pore size. Collect the cells in a 50 mL conical centrifuge tubes.

8. Centrifuge cells at 290 × g for 4 min at RT.

9. Culture keratinocytes in collagen-coated tissue flasks in epider-
mal keratinocyte base medium with supplements at 37 °C and
5% CO2.

3.3 LDH Activity

Assay

Colorimetric assay for the quantification of cell death and cell lysis.
The assay is based on the measurement of lactate dehydrogenase
(LDH) activity in cell supernatants. This allows indirect assessment
of membrane integrity since LDH is released from the cytosol only
if cell membranes are damaged. NAD+ is reduced to NADH/H+



%

by the LDH catalyzed conversion of lactate to pyruvate. In a second
step, the catalyst transfers H/H+ from NADH/H+ to the tetrazo-
lium salt which is reduced to formazan resulting in a change of
color:
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1. Adjust cell number to 3 × 106 cells/mL (for neutrophils; for
HL60 cells: 1 × 106 cells/mL) in RPMI without phenol red.
For other cells first determine the optimal cell number for this
assay (see Notes 1 and 2).

2. Use a 96-well microtiter plate (round bottom for cells grown in
suspension), and set up the following reactions: (a) 200 μL
medium, (b) 100 μL medium +100 μL cells, (c) 100 μL 2
Triton X-100 + 100 μL cells, and (d) 100 μL of diluted com-
pound (dilute in RPMI 1640 without phenol red) + 100 μl
cells. Test all reactions in triplicates (see Note 3).

3. Incubate the microtiter plate with the samples at 37 °C, 5%
CO2, 95% humidity in the incubator (stimulation time depends
on your sample; it is recommended to test the optimal incuba-
tion time in a first experiment, e.g., after 1 h, 3 h, 6 h, 12 h, and
24 h).

4. After incubation time centrifuge the microplate at 250 × g for
10 min.

5. Carefully take 100 μL/well of the supernatants (without cells),
and transfer to the correspondent wells of a second flat-bottom
microtiter plate.

6. Add 100 μL/well of freshly prepared reaction mixture to the
second microtiter plate (calculate the appropriate amount for
your experiment: mix compound one with compound 2, see
Note 4).

7. Incubate the microtiter plate with the samples up to 30 min
protected from light at RT.

8. Measure absorbance at 490 nm (reference wavelength should
be more than 600 nm) in an ELISA reader.

3.4 Cell Viability

Assay Based on

Resazurin

The major component of the cell viability indicator Alamar Blue® is
resazurin, a nontoxic and cell-permeable compound. Viable cells
convert resazurin into the red-fluorescent resorufin. The amount of
fluorescence measured is proportional to the number of living cells:

1. Culture THP-1 cells in RPMI-1640 with penicillin-
streptomycin in a cell culture flask (see Note 5).

2. Count cell numbers by Trypan Blue staining (see Note 6).

3. If your culture contains sufficient cell numbers, centrifuge
(10 min, 250 × g) and resuspend the pellet in RPMI-1640
without penicillin-streptomycin and without phenol red.
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Fig. 2 Analysis of cell proliferation and cytotoxicity with resazurin. Defined cell
numbers were incubated with various concentrations of compound X. After the
subsequent addition of Alamar Blue®, wells are stained depending on the cell
condition. (Figure reprinted from [23])

4. Prepare a 96-well microtiter plate with your test compounds,
2% Triton X-100 as positive control (final concentration per
well) and corresponding solvent(s) in which the test com-
pounds were diluted as negative control(s).

5. Add 1 × 104 THP-1 cells in 188 μL medium into each well and
to your test compound (2 μL per well).

6. Incubate your samples for 48 h at 37 °C and 5% CO2.

7. Add 10 μL Alamar Blue® to each well and incubate the samples
for 24 h at 37 °C and 5% CO2 protected from direct light (see
Note 7).

8. Determine the relative fluorescent units (excitation 560 nm
and emission 600 nm, see Note 8) in your microtiter plate
reader with a peak emission at 585 nm (Fig. 2).

9. Results are analyzed by plotting fluorescence intensity
(or absorbance) versus compound concentration.

3.5 Cell Viability

Assay Based on Cell

Proliferation Reagent

WST-1

Analysis of cytotoxic compounds such as antimicrobials or other
potential toxic compounds. This assay can be used, if the number of
dead cells in the negative control without compound is quite high:

1. Seed cells at a concentration of 5 × 104 cells/well (depending
on the cell type, see Notes 9 and 10) in 100 μL assay medium
(RPMI +10% heat-inactivated FCS) and different concentra-
tions of the test compound (depending on the compound) into
96-well microplates.

2. Incubate cell cultures for 24 h in a humidified atmosphere at
37 °C, 5% CO2, 95% H2O.
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3. Add 10 μL Cell Proliferation Reagent WST-1 (see Note 11) to
each well, and incubate for up to 4 h (seeNote 12) at 37 °C and
5% CO2.

4. Shake cells thoroughly for 1 min (300 rpm) on a shaker or in
the microplate reader (see Note 13).

5. Measure absorbance of the samples against a medium control
as blank using an ELISA reader according to the filters available
for the ELISA reader. The wavelength for measuring the absor-
bance of the formazan product is between 420 and 480 nm
(max. Absorption 440 nm).

3.6 Cell Death

Analysis with 7-

Aminoactinomycin-D

(7-AAD)

If the cell membrane is disrupted by toxic substances, 7-AAD can
bind selectively to the GC regions of the DNA. Consequently,
necrotic cells are stained with 7-AAD, while living cells with intact
membranes are not stained. After incubation of the samples with
7-AAD, the fluorescence of the samples can be measured with a
flow cytometer.

1. Transfer 250 μL cells in medium (e.g., RPMI 1640) into 5 mL
FACS tubes, with a final concentration of 2.5 × 105 cells/tube.
Add 250 μL of the test compound in various concentrations or
controls (for the positive control heat cells up to 75 °C for
45 min, thereby cells undergo necrosis; for the negative con-
trol, use medium).

2. Incubate cells with antimicrobials or controls for up to 24 h
(depending on the substance and the cells) at 37 °C, 5% CO2 in
an incubator.

3. Minutes before measurement of the samples, add 7-AAD at a
concentration of 5 μL/tube (0.25 μg/tube) and incubate the
cells in the incubator.

4. Stop the reaction by transferring the tubes on ice and measure
fluorescence by using a flow cytometer.

3.7 Keratinocyte Cell

Viability Analysis

Using 4-

Methylumbelliferyl

Heptanoate (MUH)

Keratinocytes are the most abundant cell type in the epidermis, the
outermost layer of the skin, which makes them attractive to study
especially the cytotoxic effects of topical antimicrobial agents. The
MUH assay can be used to detect cell cytotoxicity. Intracellular
esterases of viable cells hydrolyze 4-methylumbelliferyl heptanoate
to highly fluorescent 4-methylumbelliferone that can be measured
in a microplate fluorimeter. The amount of fluorescence measured
is proportional to the number of living cells:

1. If your culture contains sufficient cell numbers, harvest kerati-
nocytes using 0.05% trypsin-EDTA and by incubating the flask
at 37 °C for 2–5 min (see Notes 14, 15, and 16).

2. Once cells appear detached, add 2 volumes of pre-warmed
RPMI containing 10% fetal bovine serum to inactivate trypsin.
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3. Centrifuge the cells for 4 min at 290 × g at RT, and resuspend
the pellet in epidermal keratinocyte base medium with
supplements.

4. Count cell numbers by Trypan Blue staining (see Note 17).

5. Precoat wells of a 96-well microtiter plate with 25 μg/mL
collagen type I and incubate for 2 h at 37 °C.

6. Wash 96-well microtiter plate twice with PBS.

7. Seed 1.5 × 106 cells per 96-well microtiter plate (125 μL/well),
and culture for 1 day at 37 °C and 5% CO2 that cells attach to
the bottom of the wells.

8. The next day, when the cells are>90% confluent (seeNote 18),
the cells can be treated with test compounds of interest, 2%
Triton X-100 as positive control (final concentration per well),
and corresponding solvent(s) in which the test compounds
were diluted as negative control(s).

9. Wash the cells twice with PBS.

10. Incubate cells with 100 μg/mL MUH in PBS for 1 h at 37 °C
and 5% CO2.

11. Determine absolute fluorescent intensity (excitation 355 nm
and emission 460 nm) using a microplate fluorimeter.

12. The amount of fluorescence measured is proportional to the
number of living cells. Normalize results to the untreated
controls.

3.8 Hemolysis Assay Lysis of erythrocytes leads to a release of hemoglobin into the
supernatant, which can be measured spectrophotometrically
[5, 24, 25]. Isolate the red blood cells from healthy human volun-
teers (see Notes 19 and 20) by standard Histopaque/Ficoll
centrifugation:

1. Wash the red blood cells with 1 × PBS in 50 mL, 15 mL, or
2 mL reaction tubes depending on the volume of blood you
use.

2. Dilute the red blood cells 1:50 with 1 × PBS to prepare a 2%
suspension.

3. Add your compounds to the 2% suspension of red blood cells,
and incubate them at 37 °C for 60 min (incubate red blood
cells with Triton X-100 at a final concentration of 2% as positive
control and red blood cells in 1 × PBS as negative control).

4. Centrifuge samples for 10 min at 100 × g. Transfer the super-
natant into a new tube and dilute it 1:10 with 1 × PBS (Fig. 3).

5. Determine the hemolytic activity by measuring the optical
density (hemoglobin absorbance at 540 nm) of the cell-free
supernatant with a spectrophotometer.
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Fig. 3 Analysis of compound-dependent erythrocyte lysis. Erythrocytes were
incubated with compound X. The lysis of red blood cells was subsequently
monitored by OD measurement of the supernatant. (Figure reprinted from [23])

4 Notes

1. Before you start with your experiment, determine the optimal
cell concentration for the assay since different cell types contain
different amounts of LDH. Therefore, the optimum cell con-
centration for a specific cell type should be determined in a
preliminary experiment. In general, the cell concentration, in
which the difference between the negative and positive control
is at a maximum, should be used for the subsequent assay. The
optimal concentration for most cell lines is between 0.5 and
2 × 104 cells/well in 200 μL. To this you have to adjust the cell
suspensions to a concentration of 2 × 106 cell/mL, and titrate
the cells by twofold serial dilutions across the plates. For each
concentration you need a negative control (= culture medium,
spontaneous LDH release) and a positive control (100 μL per
well 2% Triton X-100 solution). The best cell concentration
shows the highest difference between positive and negative
control.

2. Add 100 μL cell suspension per well to a sterile 96-well tissue
culture plate (flat bottom), and incubate the cells overnight
(or longer, depending on the cell type) in an incubator to allow
the cells to adhere tightly. Remove the assay medium from the
adherent cells, and add 100 μL fresh medium to each well.
Then add your test substance to the adherent cells, and incu-
bate them (2–24 h dependent on your assay). For example,
seed A549 lung epithelial cells 1.14 × 104 cells/well in 1 mL in
a 24-well plate and after 4 days stimulate cells for 24 h.

3. Use always media without phenol red, since phenol red can
influence the absorbance.

4. The freshly prepared reaction mixture should not be stored,
due to its sensitivity to light. When the two compounds for the
reaction mixture are thawed, they can be stored at 4 °C for up
to 6 weeks. In general, all substances have to be regarded as
unstable.
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5. Cultivation of leukemic monocytes to obtain sufficient cell
numbers: use RMPI-1640 with 1% penicillin-streptomycin
and phenol red. Renew the medium every 3–4 days by centri-
fugation, removal of the supernatant, and resuspension into
fresh RPMI-1640.

6. Counting cells numbers: centrifuge the cell culture (10 min,
250 × g), remove the supernatant, and resuspend the pellet in
1 mL RPMI-1640 without phenol red. Mix an aliquot of this
suspension in a ratio of 1:1 with Trypan Blue, and count the
cells (e.g., with an automated cell counter).

7. 5% Alamar Blue (10 μL) is less than stated in the manufacturer’s
protocol but sufficient. Optional: Add 50 μL 3% SDS directly
to 100 μL of cells in Alamar Blue® reagent to stop the reaction.

8. If a microplate reader is not available, you can also measure
your samples in a spectral photometer at an absorbance of
540–570 nm (peak excitation is 570 nm). Please note that
this measurement is less sensitive! Assay plates or tubes can be
wrapped in foil, stored at 4 °C, and read within 1–3 days
without affecting the fluorescence or absorbance values.

9. For each cell type you should determine the optimal cell num-
ber and incubation time with WST-1, because a high cell
number and proliferation leads to a detection limitation of
the negative control (high absorbance).

10. After choosing a certain cell line, use only cells with low pas-
sage; otherwise the results strongly vary.

11. The substrate is light and temperature sensitive. It is recom-
mended to prepare aliquots of the substrate and to freeze it in
adequate amounts.

12. For samples with higher cell numbers, you can use shorter
incubation times of 4 h or less. In general, the sensitivity of
detection increases with longer incubation times.

13. Before you measure absorbance, always remove bubbles, since
they can falsify the result. To distribute the color equally in the
well, you should always shake the microtiter plate for 1 min
before measuring the absorbance.

14. Primary human keratinocytes can be isolated from the skin of
various locations, including foreskin, face, breast, abdomen, or
thighs (ethical approvement). As an alternative to isolating
human keratinocytes from the skin, primary keratinocytes or
keratinocyte cell lines can be ordered, e.g., from ATCC. Here,
observe the culture conditions recommended by the
companies.

15. Before freshly isolated keratinocytes are used for analyses, they
should be passaged. Use only cells with low passage (passage
1–4) for experiments; otherwise, the results strongly vary.
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16. If less than 90% of cells are detached, incubate for another
2 min at 37 °C and observe the cells for every 30 s with the
microscope.

17. Mix an aliquot of cell suspension in a ratio of 1:1 with Trypan
Blue and count the cells (e.g., by using a Neubauer chamber
and microscope).

18. For analysis cells should be >90% confluent. If not, culture
cells for another day at 37 °C and 5% CO2.

19. In case that human red blood cells are not available, the assay
can be performed with rabbit or sheep red blood cells as well.

20. Blood samples can be stored at 4 °C overnight after the addi-
tion of Histopaque/Ficoll as the included heparin acts as an
anticoagulant.
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Chapter 9

Microscopy-Based Multiwell Assay to Characterize
Disturbed Bacterial Morphogenesis Upon Antibiotic Action

Cruz L. Matos de Opitz and Peter Sass

Abstract

The urgent need of new antimicrobial agents to combat life-threatening bacterial infections demands the
identification and characterization of novel compounds that interfere with new and unprecedented target
pathways or structures in multiresistant bacteria. Here, bacterial cell division has emerged as a new and
promising target pathway for antibiotic intervention. Compounds, which inhibit division, commonly
induce a characteristic filamentation phenotype of rod-shaped bacteria, such as Bacillus subtilis. Hence,
this filamentation phenotype can be used to identify and characterize novel compounds that primarily target
bacterial cell division. Since novel compounds of both synthetic and natural product origin are often
available in small amounts only, thereby limiting the number of assays during mode of action studies, we
here describe a semiautomated, microscopy-based approach that requires only small volumes of compounds
to allow for the real-time observation of their effects on living bacteria, such as filamentation or cell lysis, in
high-throughput 96-well-based formats. We provide a detailed workflow for the initial characterization of
multiple compounds at once and further tools for the initial, microscopy-based characterization of their
antibacterial mode of action.

Key words Bacillus subtilis, Staphylococcus aureus, Escherichia coli, Bacterial phenotyping, Antibiotic
compound libraries, Antibiotic modes of action, Bacteria cell division, Automated microscopy, Fluo-
rescence labeling, Microscopy image analysis

1 Introduction

There is no doubt we are heading toward a global antimicrobial
crisis, since new antibiotics with desired modes of action are
becoming scarce goods. The ever-increasing abundance of
multidrug-resistant bacteria puts harsh pressure on our healthcare
system, and the future looks uncertain, as it is expected that by
2050 the number of deaths per year attributed to antimicrobial
resistance will reach over ten million if this problem is not ade-
quately addressed [1, 2]. Advances in molecular and biochemical
methods have simplified antimicrobial discovery and susceptibility
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testing, for instance, outer membrane vesicles are envisioned as
future platforms for testing of membrane active compounds in
clinically relevant Gram-negative bacteria [3]. Other studies are
specific for cellular targets or molecular structures [4–6] or are
based in the development of tools for microscaling susceptibility
testing, using chips for analyzing the effect of antimicrobials on
biofilms [7]. In principle, simultaneous and systematic analysis
(preferably of large compound collections), nanotechnologies,
and automation become more and more indispensable for pursuing
antibiotic discovery. Microscopy techniques have always been cen-
tral in microbiology and antibiotic drug discovery, since phenotypic
changes of a living organism, i.e., in response to antibiotic action,
can be directly evaluated in real time. Moreover, compared to other
analytical techniques, microscopy adds another level of information
because it allows the evaluation of heterogeneity between a popu-
lation of cells [8]. Recently, bacterial cytological profiling [9, 10]
proved useful for the future evaluation of candidate drugs in tuber-
culosis treatment [11] or to identify the molecular targets of com-
pounds targeting diverse cellular pathways [4]. In this regard,
bacterial cell division has attracted considerable attention as a new
target pathway for antibiotic intervention [12–16]. Here, we made
use of the characteristic filamentation phenotype of rod-shaped
bacteria, such as the bacterial model organism Bacillus subtilis,
that is observed when the bacterial cells are treated with cell
division-interfering compounds. We describe a semiautomated,
microscopy-based protocol to identify and characterize antibiotic-
induced bacterial phenotypes, including filamentation phenotypes,
which is validated by known antibiotics with established modes of
action. This method is easily reproducible and can be implemented
in future mode of action studies for novel antimicrobial compounds
or lead molecules. Moreover, we provide protocols for bacterial
cytological profiling of Gram-positive bacteria, e.g., B. subtilis and
Staphylococcus aureus, as an additional tool for initial antibiotic
mode of action analyses. Both approaches only require small
amounts of compound, which is a crucial benefit since antibiotic
mode of action studies are often hampered by an insufficient avail-
ability of the novel compounds.
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2 Materials

All solutions should be prepared in ultrapure or double distilled
water (ddH2O). Depending on the strains, solutions, and antibio-
tics you use, we recommend to carefully follow general good labo-
ratory practice (GLP) rules [17].



Antibiotic Solvent
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2.1 Semiautomated,

96-Well-Based

Microscopy Assay for

Bacterial Phenotyping

1. Lysogeny broth (LB): 10 g peptone, 5 g yeast extract, 10 g
NaCl, pH 7.3. Add 900 mL water, and adjust to pH 7.3 with
1 M NaOH. Complete to 1 L with ultrapure water. Store at
room temperature or 4 °C.

2.1.1 Growth Media,

Reagents/Materials, and

Bacterial Strains

2. Bacterial strains: Gram-positive B. subtilis 168 or any similar
B. subtilis wild-type laboratory strain; Gram-negative Escheri-
chia coli ATCC 25922 or similar E. coli reference strain.

3. Agarose 500 g, CAS Number-9012-36-6, low electroendos-
mosis (EEO)/multipurpose/molecular biology grade, EEO
0.09 to 0.13, DNase-free, gelation temperature 34.5–37.5 °
C, gel strength approx. 1200 g/cm2. Use this to prepare a 1%
agarose solution: weigh 1 g of molecular grade agarose and
transfer to a 250 mL flask. Add 100 mL water and use a
microwave to dissolve (see Note 1).

4. Antibiotics to test (e.g., ciprofloxacin, actinomycin D, chlor-
amphenicol, rifampicin, ampicillin, kanamycin, trimethoprim)
and solvents used in the preparation of the antibiotic stocks and
dilutions (e.g., dimethyl sulfoxide (DMSO), ethanol, metha-
nol). A list of antibiotics with their corresponding solvents for
antibiotic stock preparation is displayed in Table 1.

5. 96-well microplates, flat base, material: polystyrene, transpar-
ent, medium binding, free from DNase/RNase/DNA, pyro-
gens and endotoxins, non-cytotoxic (e.g., Sarstedt
82.1581001).

6. 96-well microplate shaker or incubator shaker with adhesive
mats or sticky pads.

Table 1
Antibiotics with their corresponding solvents for antibiotic stock preparation

Stock concentration
(mg/mL)

Concentration in first well
(μg/mL)

Ciprofloxacin 3.2 16 0.1 N HCl

Actinomycin D 0.4 2 DMSO

Chloramphenicol 0.8 4 DMSO

Rifampicin 0.4 2 DMSO

ADEP2 0.4 2 DMSO

Ampicillin 0.4 2 H2O

Kanamycin 3.2 16 H2O

Trimethoprim 3.2 16 DMSO
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7. 96-channel handheld electronic pipette (e.g., VIAFLO
96, Integra Biosciences), 0.5–12.5 μL pipette head. Alternative
8- or 12-channel pipette (maximum volume 10 μL) or a 96-pin
microplate replicator.

8. Pipette tips, volume 12.5 μL, or similar.

9. 96-well plate lid: polystyrene, single packed, high profile
(9 mm), transparent, sterile (e.g., Greiner, Item No.: 656161).

10. Custom coverslips: 75 × 115 mm, No. 1.5 (e.g., Marienfeld,
F000828, 50 pieces). As many as 96-well plates and time points
to evaluate.

11. Spirit level (optional).

12. Disposable, electrostatic dust cleaning wipes (optional).

2.1.2 Hardware and

Software

1. Inverted motorized microscope, equipped with a scientific
camera (CCD or sCMOS). We used a Nikon Eclipse Ti auto-
mated microscope equipped with a Perfect Focus system, a
long-distance CFI S Plan-Fluor ELWD ADL 60×/0.70 Air
Ph2 objective (Nikon Instruments Europe BV, Netherlands),
and an Orca Flash 4.0 camera (Hamamatsu, Photonics, Japan).

2. Focus stabilization, e.g., Perfect Focus System (PFS, Nikon),
and motorized stage (x, y, z).

3. Hardware controllable bright field illumination (ideally a LED
illumination).

4. OKO okolab H201-K-frame with multi-well plate holder
(H201-MW-holder).

5. Image acquisition and automated microscopy software. We
used the software package NIS-Elements AR 5.21.03 64-bit
(Nikon).

6. Analysis software and plugins: Fiji [18] or ImageJ [19], Oufti
(http://www.oufti.org/) [20], MicrobeJ (https://www.
microbej.com/) [21], Morphometrics [22] (https://simtk.
org/projects/morphometrics), or equivalent.

2.2 Phenotypic

Profiling Using

Fluorescence

Microscopy

1. LB broth, same as Subheading 2.1.1.

2. Antibiotics of choice for treatment or plasmid selection (e.g.,
spectinomycin) (see Note 2).

3. Fluorescent dyes: membrane dyes (e.g., FM4–64, FM5–95,
Nile red), DNA dyes (e.g., 4′,6-diamidino-2-phenylindole
(DAPI), Hoechst), other dyes (e.g., Vancomycin-BODIPY
FL to label free D-alanine-D-alanine residues in the cell wall,
for example, at the septum area).

2.2.1 Growth Media,

Reagents/Materials, and

Bacterial Strains

4. Bacterial strains of interest, e.g., B. subtilis 168, Staphylococcus
aureusNCTC 8325, or B. subtilis strains carrying fluorescently
tagged proteins, e.g., B. subtilis FtsZ-GFP, B. subtilis and
MinD-GFP, among others.

http://www.oufti.org/
https://www.microbej.com/
https://www.microbej.com/
https://simtk.org/projects/morphometrics
https://simtk.org/projects/morphometrics


Microscopy-Based Bacterial Phenotyping 175

5. 1% agarose, prepare as described in Subheading 2.1.1.

6. 96-well plates, flat base or round base, material: polystyrene,
transparent, medium binding, free fromDNase/RNase/DNA,
pyrogens and endotoxins, non-cytotoxic (e.g., Sarstedt
82.1581001 or 82.1582.001) (see Note 3).

7. Microscope slides (ISO 8037-1): prepare and clean as many
microscope glass slides as necessary (26 mm × 76 mm) using
70% ethanol (see Note 4).

8. Microscope coverslips, optimally precision cover glasses thick-
ness No. 1.5H (ISO 8255).

9. Glass-suitable, lens cleaning wipes.

2.2.2 Hardware and

Software

1. Inverted motorized microscope, equipped with scientific cam-
era (CCD or sCMOS). We used a Nikon Eclipse Ti automated
microscope equipped with a Perfect Focus system, CFI Plan-
Apo DM 100×/1.45 Oil Ph3 objective (Nikon Instruments
Europe BV, Netherlands), and an Orca Flash 4.0 camera
(Hamamatsu, Photonics, Japan).

2. Focus stabilization, e.g., Perfect Focus System (PFS, Nikon),
and motorized stage (x, y, z).

3. Hardware controllable bright field illumination (ideally a LED
illumination).

4. SOLA Light Engine, white light output for excitation of DAPI,
GFP/FITC, YFP, Cy3, mCherry, Cy5, and spectrally similar
fluorophores (Lumencor, USA).

5. Microscopy slide holder.

6. HC Filter sets (IDEX/Semrock, USA): EGFP excitation
472 nm, emission 520 nm; Texas Red excitation 555 nm,
emission 617 nm; and DAPI excitation 377 nm, emission
447 nm.

7. Image acquisition software. We used the software package
NIS-Elements AR 5.21.03 64 bit (Nikon).

8. Analysis software and plugins: Fiji [3] or ImageJ [4], Oufti
(http://www.oufti.org/) [5], MicrobeJ (https://www.
microbej.com/) [6], Morphometrics [7] (https://simtk.org/
projects/morphometrics), or equivalent.

3 Methods

1. Inoculate cells from B. subtilis 168, E. coli ATCC 25922, or any
other bacterial strain you want to test. Cells are grown from
stocks stored at-80 °C in 100 mL flasks containing 20 mL LB
medium, supplement with antibiotics if necessary. Grow the
cells overnight at 37 °C under shaking conditions (220 rpm).

http://www.oufti.org/
https://www.microbej.com/
https://www.microbej.com/
https://simtk.org/projects/morphometrics
https://simtk.org/projects/morphometrics
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3.1 Semiautomated,

96-Well-Based

Microscopy Assay for

Bacterial Phenotyping

2. The following day dilute the cells 1:250 in a 100 mL flask
containing 20 mL prewarmed LB medium (see Note 5), this
time without antibiotics. Incubate cells at 37 °C under shaking
conditions (220 rpm).

3.1.1 Preparation of

Bacterial Cultures

3. Let cells grow to early exponential phase (optical density at
600 nm (OD600) of 0.1–0.2). Usually, B. subtilis 168 cells need
1.5–2 h to reach this optical density (see Note 6).

3.1.2 Preparation of 96-

Well Plates for the

Antibiotic Treatment of

Bacteria

1. Assign an individual condition per well in the 96-well plate.
Depending on the purpose of your experiment, either prepare
serial dilutions of different antibiotics, or use each well for
different compounds, e.g., natural or synthetic compound
libraries. In Table 2, we exemplify the distribution of a
96-well plate with serial dilutions of known compounds per
row.We recommend 100 μL end volume per well. For instance,
let us exemplify a common workflow for a serial dilution using
the antibiotic ciprofloxacin:

(a) Start with 16 μg/mL ciprofloxacin in well A1: add 1 μL of
a 3.2 mg/mL ciprofloxacin stock in well A1 and add on
top 99 μL prewarmed LB broth.

(b) Pipette up and down several times to assure proper mixing
of the antibiotic with the medium.

(c) On the wells A2–A12, add 50 μL of prewarmed LB
medium.

(d) Transfer 50 μL of well A1 onto well A2, pipette up and
down several times, take 50 μL of well A2 into well A3,
mix as previously, and continue dilution series until well
A11.

(e) Discard the last 50 μL from well A11. Well A12 will serve
as solvent control (see Note 7).

2. Incubate the plate with the serial dilutions at 37 °C until the
cells are grown to early exponential phase (see Subheading
3.1.1), and then transfer 50 μL cells onto each well. Incubate
further at 37 °C under shaking conditions and protected from
light (see Note 8).

3. After 3 h incubation (or any other desired incubation time),
with a multichannel pipette, collect aliquots for observation
under the microscope as described in the next sections.

3.1.3 Preparation of

Microplate-Sized Agarose

Pads

1. On a flat surface, carefully transfer 45 mL of 1% agarose onto a
96-well lid. Here, it is recommended to use a spirit level to
ensure evenness of the agarose pad (see Note 9).

2. Let the agarose pad cool at room temperature until polymeri-
zation occurs. The process might take approx. 20–30 min,
depending on the local ambient conditions. During this time
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prevent any movement or vibrations around the surface where
the agarose is drying, e.g., vigorously vortexing or centrifuga-
tion near the agarose pads (see Note 10).

3.1.4 Collection of

Aliquots and Transfer onto

Agarose Pads

1. Remove the 96-well plate from the incubator (Subheading
3.1.2, step 3) and proceed with the next steps as quickly as
possible. Protect compounds from light whenever possible,
and dim or turn off the light of the working area.

2. With the 96-channel electronic pipette dispenser, collect
2–4 μL aliquots of the samples and transfer them onto the
surface of the agarose pad as described in Fig. 1. As an alterna-
tive to the electronic dispenser, a multichannel pipette or a
96-pin microplate replicator may be used (see Note 11).

3. Optional: Return the plate to the incubator if you analyze
further time points (see Note 12).

4. Let the droplets dry for a few minutes under the clean bench or
any other working area free of air currents.

5. Using gloves and leaving approx. 5 mm space from each side of
the top left corner of the lid containing the agarose pad, let the
large coverslip (75 × 115 mm) adhere to the left side of the
agarose pad. As depicted in Fig. 1, using an approx. 45° angle,
let the coverslip slowly attach to the surface of the pad, until the
entire area containing the droplets is covered (see Note 13).
Transfer the samples to the microscope in a sealed container.

Fig. 1 Workflow of the semiautomated, 96-well-based microscopy assay for bacterial phenotyping. (Image
was created with BioRender.com)

http://biorender.com
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3.1.5 Semiautomated

Microscopy Workflow for

Samples in a 96-Well

Format

1. Start the microscope and computer hardware with required
peripheral components.

2. Open the NIS-Elements AR software. In the menu bar, select
the option JOBS and on the secondary menu select under
“JOBS” the option “Create New JOB. . .”, this will display a
new window with the name “Job definition”. The JOBS mod-
ule works as a drag and drop program with several options for
automated workflows.

3. On the left side of the “Job definition” window, you will see a
menu list with different categories. Here, focus first on the
category “Well plates”. Drag the option “Define plate” and
drop it on the empty right side of the “Job definition” window.
A task will be displayed under the name “Use Plate with
96 wells”. On this task bar under “Well plate name”, you can
give a custom label to the well plate (microplate) format you are
analyzing. More options here include “Select from DB. . .”,
where you can choose from different commercially available
well plates already stored with the software, or “Custom Well
Plate. . .”, which allows to manually enter the properties of your
well plate of choice. We selected, for example, the model
655,090 from the database list.

4. Next, it is important that you calibrate the well plate position
before every experiment (see Note 14). For doing so, you may
select the option “Re-Align Well plate. . .” inside the “Define
Plate” task or as an independent action by drag and drop of the
task “Align Plate” under the category “Well Plates” in the “Job
definition” menu. Calibration of the well plate can be also
carried out outside the JOBS platform, in the main menu bar
of NIS-Elements AR, under this path: “JOBS – Well Plate –
Re-AlignWell Plate”. Once the Re-AlignWell plate is activated,
a pop-out window will display a 96-well plate scheme. On the
thumbnail “Align Wells”, you have two methods for calibrat-
ing: “Center Point” or “3 Edge points”. Regardless of which
method you select, the software recommends for calibrating
the wells A1, A12, H1, and H12. To do so, move the motor-
ized stage to the named wells and confirm their position by
clicking on the button “Add” on the right upper side of the
window. A calibrated well is shown as a filled well in green
color. To confirm the calibration is successful, select the
thumbnail “Test”, and here you can click on different wells
and confirm the motorized stage is moving to the desired
positions (see Note 15).

5. Add the next task “Select Wells”. This time, the displayable
menu for this task is called “WellSelection”. By holding down
the “Ctrl” key in the keyboard and holding down the mouse
across the wells, you can select the entire well plate or defined
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positions. From the several options available in this task, the
most relevant is “Well ordering”, which allows you to decide
the direction followed by the motorized stage throughout the
multiwell plate. Here you can decide between “Meander”,
“Left to Right”, and “Top to bottom”. From these alterna-
tives, the “Meander” option is the most time efficient.

6. Next, drag and drop the task “Loop over Wells”, which will be
shown as “WELL LOOP”. In the drop-down menu from this
task, it is noted “Wells: for each well in WellSelection.Selec-
tion”. This action means that every subsequent task added
underneath will be repeated for every selected well.

7. Add inside the “WELL LOOP” the task named “Generated-
Points: generate points in Wells.CurrentWell”. This will be
found in the menu list on the left side of the “Job definition”,
under the menu “Stage XY Points – Generate Points”. In this
task do the following: working area, whole well; mark the
option “Customize Preview Field Size”; objective, CFI S
Plan-Fluor ELWD ADL 60×/0.70 Air Ph2; area restriction,
whole area; point placement, random; count, 10 (number of
points to be imaged); distribution, uniform in radius; scan
direction, optimal path; and frames on border, frame inside.
Alternatively you can tick the option “Always Create New
Points” to add another level of randomization to image
acquisition.

8. Now, inside the “GeneratedPoints”, drag and drop the task
“Loop over Points”, which will be shown as “POINT LOOP”,
in the drop-down menu, and it is noted “Points: for each point
in Generated.Points.Position”. This action means that every
subsequent task added underneath will be repeated for every
point inside the well.

9. Next, add inside “POINT LOOP” the task “CaptureDefini-
tion” which is located under the same name on the “Job
Definition” menu, under the category “Acquisition”. In “Cap-
ture Definition”, select in the optical configuration panel the
settings for microscopy with the 60× magnification using the
phase-contrast ring 2. In this panel, you may also adjust the
focus offset and activate the option “Close Active Shutter”, for
the LED lamp to be turned off when the motorized stage is
moving between points.

10. Also, inside “POINT LOOP”, located in the category PFS,
drag and drop the task “PFS On and Focus”, which will be
shown as “PFSON”. Mark the option “On fail, do the follow-
ing:” and choose either “Autofocus” or “Move Z: up and
down” to retry the activation of the PFS. This ensures a
quick regain of focus by changes in Z during microscopy (see
Note 16).
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11. Finally, inside the loop, add the task “Capture”, found in the
“Acquisition” category. This task will display the information
“Capture using CaptureDefinition.Definition”. The option
allows capturing images that by default will be saved in the
computer’s hard drive. You may incorporate other tasks, e.g.,
alternative storage place, change the name of the file, perform
few analyses, etc. Using the floppy disk icon on the upper
menu, save the JOB program.

12. Take the agarose pad containing the samples as prepared in the
previous section, and place it in the inverted plate holder.
Using the “Well plate and Slide Navigation” window or manu-
ally, move the stage to the position A1. Then, turn on the PFS
button, select the optical configuration corresponding to the
phase contrast, 60× magnification, activate the live modus on
the microscope, and adjust the focus. After localizing the cells
and finding the optimal focus, stop the live modus. Start the
automatic microscopy image acquisition by clicking on the
green “play” icon located on the right side of the lower corner
of the JOB definition window.

13. On the JOBS Explorer window, under the name given to the
Job Definition, there is an activity log, where all information
regarding the time and date of the run experiments is dis-
played. By selecting and doing a right-click on individual
runs, you can access the data-containing folder. The individual
micrographs are stored, named with the well ID in the original
file extension for the microscope software (.nd2). The files can
also be exported into TIFF format or be opened in their
original extension in the latest version of Fiji [18] or ImageJ
[19] containing the Bio-Formats plugin [23] (see Notes 17
and 18). The generated data can be analyzed with several
bioinformatic tools; a typical outcome of the semiautomated
workflow is depicted in Fig. 2.

3.2 Phenotypic

Profiling Using

Fluorescence

Microscopy

1. Inoculate bacterial cells, e.g., B. subtilis, from stocks stored at-
80 °C in 50 mL flasks containing 10 mL LB medium, supple-
ment with antibiotics if necessary. Grow the cells overnight at
37 °C under shaking conditions (220 rpm).

3.2.1 Preparation of

Bacterial Cultures

2. The following day dilute the cells 1:250 in a 50 mL flask
containing 10 mL prewarmed LB medium (see Note 5), this
time without antibiotics. Depending on the strain, add appro-
priate inducers, e.g., xylose or IPTG (isopro-
pylthio-β-galactoside), for the expression of a (fluorophore-
fused) protein of interest. Incubate cells at 37 °C under shaking
conditions (220 rpm).

3. Let the cells grow to early exponential phase (optical density at
600 nm (OD600) of 0.1–0.2). For example, B. subtilis cells
usually need 1.5–2 h to reach this optical density (see Note 6).
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Fig. 2 Outcome of an exemplary semiautomated, 96-well-based microscopy assay phenotyping B. subtilis
cells treated with different antibiotics. The microplate setup with antibiotic concentrations is detailed in
Table 2. Gray bars represent solvent/DMSO controls

3.2.2 Preparation of

Agarose-Coated

Microscopy Slides

1. Transfer 500 μL agarose in the middle of a previously cleaned
glass slide, as described in Subheading 2.2.1, step 7. Pipette
gradually to contain the volume in a small area, and wait a few
seconds until the borders of the agarose bed become more
defined.

2. At this point, take an additional, cleaned microscopy slide, and
place it on top of the agarose-containing slide, so that the
agarose is placed flat between both glass slides (see Note 19).

3. Let the agarose polymerize before use. The agarose will be
completely polymerized when the initially transparent agarose
becomes slightly opaque. The process is summarized in Fig. 3.
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Fig. 3 Schematic representation of the preparation of agarose-coated slides for microscopy. (Image was
created with BioRender.com)

3.2.3 Antibiotic

Treatment of Bacterial

Cells

1. Dilute the cells (Subheading 3.2.1, step 3) in prewarmed LB
medium containing the desired antibiotic concentration, so
that cells are further diluted to a final OD600 of 0.05–0.1 (see
Notes 6 and 20).

2. Prepare corresponding control cultures, i.e., untreated cells
and solvent control, if the antibiotic is dissolved in DMSO,
ethanol, or similar (see Note 7).

3.2.4 Labeling of

Samples with Fluorescent

Dyes

1. Take an aliquot of each sample and dye the bacterial cells. For
staining the membrane, add Nile Red (1 μg/mL), FM4–64,
FM5–95 (10–20 μg/mL), or equivalent, and for the chromo-
some add DAPI (1 μg/mL). The same sample can be labeled
with Vancomycin-BODIPY FL (1 μg/mL) to visualize ongo-
ing peptidoglycan synthesis (see Note 21).

2. Stain samples for 5 min, protected from light, and evaluate
immediately under the microscope (see Note 22). Typically,
labeled B. subtilis cells should be observed as in Fig. 4.

3.2.5 Sample

Preparation for Microscopy

1. Take a microscopy slide prepared as described in Subheading
3.2.2. Carefully, but with a steady hand, slide off the upper
glass slide. If formed, remove any residual agarose from the
sides of the slide.

2. Load 0.3 μL of labeled cells onto the agarose bed without
touching it with the pipette tip (see Note 23).

3. Allow the liquid to dry (seeNote 24). The sample will be ready
for microscopy when no liquid is visible on the surface (see
Note 25).

4. Place a clean coverslip (22 × 22 mm or similar) on top of the
sample. To do so, let one side of the coverslip touch the
agarose, and then gently let loose so it adheres completely to
the agarose.

3.2.6 Fluorescence

Microscopy

1. Start the microscope and computer hardware with all required
peripheral components.

2. Select the appropriate objective and filters according to your
experimental setup (see Note 26).

http://biorender.com
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Fig. 4 Phenotypic profiling of B. subtilis 168 cells treated with ADEP2. The cells are labeled with FM5–95
(membrane, in magenta), DAPI (chromosome, in cyan), and Vancomycin-BODIPY FL (free D-ala-D-ala residues
in the septum area, in yellow)

3. Adjust in advance the program considering the channels/fluor-
ophores to analyze.

4. Set the diascopic LED light iris intensity to 10% and 100 ms
exposure, 100× objective, and turret condenser position “Ph3”
for phase-contrast images. Next, set the SOLA light intensity to
15%, 100× objective, turret condenser position “bright field”,
and adjust the exposure to 400 ms for each of the HC filter sets
described in Subheading 2.2.2, corresponding to the dyes
FM5-95 (Texas Red), Vancomycin-BODIPY FL (eGFP),
and DAPI.

5. Place the slide and with help of the PFS locate the cells using
phase contrast, finalize to adjust the focus, and search for a
position where enough cells are present and distributed in a
monolayer.

6. Create enough snaps of different regions of each sample as well
as of different conditions tested, e.g., treated and untreated
cells, to allow unbiased and comprehensive evaluation of phe-
notypes. Exemplary images are shown in Fig. 4. We recom-
mend no less than four randomly selected representative
regions for each condition for analysis (see Notes 17 and 18).
If you capture more than one image channel, you may combine
each micrograph into a stacked file or save individual channels
into single files for the analysis; this will depend on the program
used for analysis.
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4 Notes

1. While melting the agarose, caution is needed as the solution
might continue to boil after removing it from the microwave.
Ensure that the agarose is completely dissolved and there are no
aggregates present, as this may interfere with the quality of the
final microscopy images and can cause an increase in back-
ground fluorescence. Agarose can be prepared a day before
the experiment, and it must be stored at 60 °C to avoid
polymerization.

2. When possible always work with fresh antibiotic stocks, and
preparing small aliquots to use once per experiment signifi-
cantly improves reproducibility and avoids antibiotic degrada-
tion related to cycles of freezing and thawing.

3. In our experience, B. subtilis cells grow better in flat-bottom
multiwell plates, whereas S. aureus grow preferably in round-
bottom plates.

4. Microscopy slides should be thoroughly cleaned and
degreased, and using gloves can help to avoid imprinting fin-
gertips on the microscope slides.

5. Using prewarmed medium favors the continuous growth and
better adaptation of B. subtilis into a new medium.

6. Antibiotic effects on bacterial cells are better observed in cells
growing in early exponential phase (OD600 0.1–0.2). More-
over, this OD guarantees an adequate cell number and suffi-
cient spacing between cells per microscopy field.

7. The final solvent concentration is important, as it may affect the
growth and phenotype of the bacteria. Before experiments are
conducted with antibiotics of interest, you should be
acquainted with the bacteria you are working with, evaluate
their phenotype under normal growth conditions, and analyze
the effect of solvents on their phenotype. We recommend a
maximum final concentration of 1–2% DMSO per well [24].

8. Light might interfere with the activity of some antibiotics or
compounds that are light sensitive. Protecting from light will
avoid degradation of the compounds or changes in their physi-
cochemical properties and activity span.

9. Ensuring an even surface of the agarose pad confers an equal
distribution of the spots on the gel surface, which will translate
in an unproblematic microscopy of cells. Also, synchronize the
preparation of the agarose pad with the last hour of incubation
of the cells treated with antibiotics, e.g., if you want to evaluate
the antibiotic effect on the cells after 3 h of incubation, start
preparing the agarose pad 2 h after the coincubation was
initiated. This step is critical for avoiding excessive drying of
the agarose pad.
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10. Keeping a steady surface, free of vibrations, provides flat gels.
We recommend cleaning the surface with an electrostatic dust-
cleaning wipe and preventing any air currents to assure that any
fibers or dust elements reach the gel surface.

11. Regardless of which material you employ for the collection and
dispensing of the aliquots, be careful to place the droplets in
the middle of each well without poking on the agarose. These
two criteria are of utmost importance for the success of the
method. If the droplets are not properly positioned, you may
record images in areas of the agarose pad where no sample has
been spotted. On the other hand, if you poke holes on the
agarose, you will alter the surface of the agarose, which in turn
will lower adherence of the coverslip onto the pad or will
reduce the area of the droplet available for microscopy.

12. At later time points, you may consider diluting the samples 10-
or 20-fold in 0.9% NaCl depending on their turbidity. By
doing so, you assure an even distribution of the bacteria in
the droplet avoiding overcrowding the sample, which may
cause difficulties during the analysis of the micrographs using
bioinformatic tools.

13. This step is critical to avoid formation of bubbles, especially
inside or in proximity to the droplet area. We recommend
practicing placing of the coverslip onto the agarose pad even
without sample, until you achieve an optimal adhesion of the
coverslip to the agarose pad.

14. Of note, once the program is closed, you will lose the calibra-
tion; therefore, it is mandatory that you perform this task
before every experiment, especially between working days.

15. It is of interest to evaluate the movement of the motorized
stage across the 96-well plate and inside selected points within
individual wells. For doing so activate the window “Well plate
and Slide Navigation”, in the main menu of the NIS-Elements
AR, and follow the path: “View – Acquisition Controls – Well
plate and Slide Navigation”.

16. When setting up the method, you may consider controlling
additional parameters to assure the best outcome and stabiliza-
tion of the PFS, e.g., adjust the speed and acceleration of the
motorized stage. Alternatively, once the focus is lost, you may
pause the JOB program and manually refocus and continue
with image acquisition.

17. Each microscope is equipped with its on software, and gener-
ally, raw images are saved into a file extension that is not
compatible with every program. Lately, ImageJ and Fiji sup-
port images derived from most microscopes; however, it is
recommended to export micrographs in a compatible format.
The best format to save images for analysis and post-processing
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is TIFF (16 bit), and avoid other formats like JPEG and PNG
because important information will be lost and the overall
quality of the images will reduce.

18. Cell length measurements of B. subtilis using phase-contrast
microscopy require special attention. In several bacteria includ-
ing E. coli, Salmonella typhimurium, and Caulobacter crescen-
tus, cell separation is clearly visible, and individual cells are
distinguishable even during exponential growth, allowing for
a correct measurement of cell length in dividing, but not fully
separated daughter cells [8, 25]. On the contrary, during expo-
nential growth, B. subtilis cells are characterized by the forma-
tion of filamentous cell chains where septal cross walls are only
clearly visible when a membrane stain is used or short before
autolysis of daughter cells [8, 25, 26]. For further information
on quantitative image data analysis, see chapter “Quantitative
analysis of microscopy data to evaluate bacterial responses to
antibiotic treatment” by Brajtenbach, Puls, Matos de Opitz,
et al. in this edition [27].

19. Once the second slide is placed on top of the agarose-
containing slide, the agarose should automatically distribute
evenly between the two sandwich-forming slides. There is no
need to add pressure to flatten the agarose; if this is the case, it
is better to start over. Ideally, agarose-coated slides should be
no more than 2 mm in thickness and prepared on a flat surface,
and this may be ensured using a spirit level. An uneven surface
translates to difficulty to focus and areas on the microscopy
field that are blurry. Also, avoid unnecessary formation of
bubbles by careful pipetting.

20. For this protocol, we collected aliquots of treated cells after
3 h. However, this method allows obtaining samples for micro-
scopic analysis during different time points, letting the user
follow antibiotic action over time and defining a correct time
point for the identification of the phenotype of interest.

21. Initial experiments using untreated cells are helpful to define
the best conditions for follow-up experiments, especially con-
sidering that some antibiotics and fluorescent dyes are either
expensive or available in limited amounts. Moreover, the con-
centrations for staining are only a recommendation, and every
laboratory/investigator should adjust the best working con-
centrations to get optimal results.

22. We recommend staining a small sample number at a time. Most
used dyes are toxic for the cells; for that reason, the time
between preparation of the sample and microscopy should be
minimized. Control cells should be imaged last. If the control
cells look unperturbed, this is a good indication to trust your
results. In addition, protecting the samples from the light is
crucial to avoid fluorescence decay.



188 Cruz L. Matos de Opitz and Peter Sass

23. This is a small volume to pipette. If you are not careful enough,
a hole will be poked into the agarose, perturbing the integrity
of the surface, which will minimize the area that can be ana-
lyzed for microscopy, affect the correct pass of light, and it will
cause a “movement” of cells around the hole.

24. It is helpful to limit the area under the glass by means of a
marker where the droplet will be pipetted; this will simplify
locating the cells under the microscope.

25. The droplet transferred into the agarose slide must be
completely dry before adding the cover slips; otherwise not
properly immobilized bacteria will be moving on the slide
which prevents correct focusing.

26. It is very important to keep the same optical configurations in
all experiments, especially those selected for quantification and
statistical analysis purposes. Always use the diascopic light to
initial adjustments and to focus the cells. Before the experiment
and if possible, consider setting short exposure times and
reduce the intensity of the excitation light to the minimum
required; this will help in avoiding bleaching and phototoxicity.
Cells and positions should be quickly selected by using the
bright field or phase contrast.
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Chapter 10

Expansion Microscopy of Bacillus subtilis

Viola Middelhauve, Jan Peter Siebrasse, and Ulrich Kubitscheck

Abstract

Expansion microscopy enables super-resolved visualization of specimen without the need of highly sophis-
ticated and expensive optical instruments. Instead, the method is executed with conventional chemicals and
lab equipment. Imaging of bacteria is performed using standard fluorescence microscopy. This chapter
describes a protocol for the expansion microscopy of Bacillus subtilis expressing DivIVA-GFP. In addition,
the cell wall was labeled by wheat germ agglutinin. Here, we place emphasis on the challenges of selecting
the protein and organism of interest.

Key words Expansion microscopy, super resolution, cell wall, fluorescence labeling, mutanolysin

1 Introduction

Fluorescence microscopy is a standard tool to investigate micro-
biological questions by labeling of specific cellular target structures.
Features of the technique are multicolor staining and high image
contrast. However, the optical diffraction limit restricts resolution
to about 200–300 nm. Especially in the case of microorganisms,
this limits the amount of obtainable information. The situation has
been improved by the introduction of super-resolution microscopy
[1]. Instead of using optical microscopy techniques [2–5], the
biological sample itself can physically be enlarged in order to
achieve a virtual super resolution. This approach was recently intro-
duced by Chen et al. [6] and is referred to as expansion microscopy
(ExM). ExM allows the physical expansion of fixed samples via a
swellable polyelectrolyte hydrogel by a factor of about 4.5. The
method comprises five key steps (Fig. 1). First, the biological
sample is chemically fixed. During linking, biomolecules are
equipped with chemical anchors, which enable incorporation of
the proteins into the polyelectrolyte gel during gel polymerization,
that is, the gelation process. Next, the gelled sample is homoge-
nized by an enzymatic digestion to finally enable its subsequent
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isotropic expansion. The protocol is oftentimes extended by immu-
nofluorescence staining after fixation or digestion.
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Fig. 1 Schematic workflow for expansion microscopy of bacterial cells. A bacterial cell (blue rod) containing
the protein of interest (green) is fixed and is applied with chemical linkers (dark blue). The gel (grid) is formed
by polymerization. Subsequently the sample is digested and expanded. Bacterial cells containing a cell wall
require an additional step for cell wall digestion

Up to now, only few studies have successfully applied expansion
microscopy to bacteria [7–12], which pose a particular challenge
due to their rigid cell wall. Hence, an additional step needs to be
added to the protocol: cell wall digestion. Furthermore, low pro-
tein copy numbers and non-standardized fixation and immunoflu-
orescence protocols complicate successful ExM. We provide this
protocol to enable more researchers to analyze specific bacterial
proteins via ExM and to facilitate further protocol optimization
and adaptation. We demonstrate ExM of Bacillus subtilis expressing
DivIVA-GFP in addition to cell wall staining by wheat germ agglu-
tinin (WGA).

2 Materials

Prepare all solutions using double distilled water (ddH2O).

2.1 Cultivation 1. B. subtilis expressing DivIVA-GFP (see Notes 1–3).

2. Culture medium: Lysogeny Broth (LB, see Note 4).

3. Selection antibiotic: Chloramphenicol.

4. Cultivation flasks: 50 mL centrifugation tube and baffled
Erlenmeyer flask 0.1–1 L.

5. Inoculation loop.

6. Heated shaking incubator.

7. Spectrophotometer measuring at 600 nm.

2.2 Fixation and

Staining

1. Phosphate buffered saline (1× PBS): 136.89 mM NaCl,
10 mM Na2HPO4·2H2O, 1.98 mM KH2PO4, 2.68 mM KCl.

2. 15 mL centrifugation tube, 1.5 mL reaction tubes.
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3. Centrifuges (15 mL/50 mL tubes, 1.5 mL tubes).

4. 4% Paraformaldehyde (PFA), methanol free in 1× PBS (see
Notes 5 and 6).

5. 0.15 M NaCl.

6. Wheat germ agglutinin-CF633 (WGA-CF633): Create stock
solution of 100 μg/mLWGA-CF633 in 0.15MNaCl in a final
volume of 1 mL. Store aliquots of 50 μL (see Notes 6–8).

2.3 Expansion

Microscopy

1. Permeabilization buffer: Prepare 1× PBS containing 0.3% Tri-
ton-X-100 (PBST).

2. Linker: 1 M methacrylic acid N-hydroxy-succinimide ester
(MA-NHS) in DMSO (see Notes 6 and 9).

3. Monomer solution: Mix 2.25 mL of 19 g/50 mL sodium
acrylate, 0.5 mL of 25 g/50 mL acrylamide, 0.75 mL of 1 g/
50 mL N,N0-methylenebisacrylamide, 4 mL of 14.6 g/50 mL
NaCl with 1 mL of 10× PBS and 0.9 mL of ddH2O (see Notes
6, 10, and 11).

4. 0.5% (w/v) 4-hydroxy-TEMPO.

5. 10% (w/v) ammonium persulfate (APS).

6. Tetramethylethylenediamine (TEMED).

7. Coverslips 22 × 22 mm2 (bottom coverslip), 15 mm, round,
H1.5 (sample coverslip), 18 × 18 mm2 (top coverslip), and
double-sided tape of 100 μm thickness for the gelation
chamber.

8. Coverslip (25 mm, round).

9. Soft brush.

10. Coverslip tweezers.

11. Cell wall digestion buffer: Add 160 U/mL mutanolysin to
1× PBS.

12. Proteinase K digestion buffer: Add 50 mM Tris, 1 mM EDTA,
0.5% Triton-X100, 0.8 M guanidine HCl, and 8 U/mL of
proteinase K at pH 8.0 (see Notes 6 and 12).

13. Expansion water: Add 5 mMHEPES to ddH2O. Adjust to pH
7 (see Note 13).

2.4 Sample

Chamber, Image

Acquisition, and

Analysis

1. 0.1% (w/v) poly-L-lysine.

2. Sharp, planar cutting tool, for example, razor blade.

3. Imaging chamber with a coverslip (specified H1.5, 170 μm
thickness), for example, Ibidi μ-dish.

4. Inverted microscope, for example, Nikon Eclipse Ti.

5. Scientific camera, for example, Photometrics Prime BSI
sCMOS camera.
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6. High magnification objective with high numerical aperture
(NA), for example, 100×, oil immersion, NA 1.49, TIRF.

7. Low fluorescence immersion oil corrected for use at RT.

8. Laser box with emission lines at 488 nm and 638 nm.

9. Highly inclined and laminated optical (HiLo) illumination
system [13].

10. Motorized z-stage.

11. Software to automatically control the microscope, for example,
MicroManager [14].

12. Computer hardware, for example, Microsoft Windows 10 pro,
Intel® Core™ i7-9700 (8cores), 16 MB RAM memory, and
integrated graphic card.

13. Software for image processing, for example, Fiji [15].

3 Methods

3.1 Cultivation 1. For a starter culture mix 6 mL LB with 5 μg/mL chloramphen-
icol in a 50mL centrifugation tube and inoculate with B. subtilis
DivIVA-GFP. Incubate overnight (ON) at 37 °C, 180 rpm (see
Note 14).

2. For a main culture, mix 5 mL LB per gel sample with 5 μg/mL
chloramphenicol and inoculate with 1% of the starter culture.
Incubate at 37 °C, 180 rpm and grow to an optical density at
600 nm (OD600) of 0.5 (see Note 15).

3.2 Fixation and

Staining

1. Spin down the culture at 3000× g for 5 min at room tempera-
ture (RT) (see Note 16).

2. Fix immediately with 5mL 4% PFA in 1× PBS for 15min at RT,
shaking. Afterward wash thrice with 1 mL 1× PBS. Starting
here, all centrifugation steps are carried out at 4000× g for
1 min (see Notes 17–19).

3. For envelope staining, mix 50 μL of the WGA-CF633 stock in
0.15 M NaCl to a final volume of 1 mL. Mix with the sample
pellet and incubate for 2 h at RT, shaking (see Notes 20
and 21).

4. For fixation of the dye, fix WGA-stained cells with 1 mL 4%
PFA for 15 min at RT, shaking. Wash twice with 1× PBS (see
Note 22).

3.3 Expansion

Microscopy

1. Permeabilize with 1 mL PBST for 30 min at RT, shaking (see
Note 23). Wash thrice with 1× PBS.

2. Link with 1 mL 2 mM MA-NHS in 1× PBS for 1 h at RT,
shaking. Wash thrice with 1× PBS.
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Fig. 2 Gelation chamber to create a 230 μm thick gel. The gel is positioned between the sample and the top
coverslip. Coverslips are depicted in blue, tape in orange, the sample gel in gray

3. Prepare gelation chamber. To this end apply five 3 × 3 mm2

double-sided tape layers (with a total thickness of 500 μm) to
the diagonal corners of a 22 × 22 mm2 coverslip and one
double-sided tape layer to the center. Apply a clean 15 mm
round coverslip (sample coverslip) with 170 μm thickness to
the center tape layer. The top coverslip of 18 × 18 mm2 will be
added later. This will create a gel of 230 μm thickness after
gelation (Fig. 2, see Notes 24 and 25).

4. Gelate. For one sample, 32.9 μL of monomer solution, and
0.7 μL each of 0.5% 4-hydroxy-TEMPO, TEMED, and 10%
APS are required. First, add monomer solution to the cell pellet
and resuspend. Quickly add 4-hydroxy-TEMPO and resuspend
to avoid premature polymerization. Add TEMED and APS and
resuspend well. Apply 35 μL of the sample to the gelation
chamber. Rapidly add the top coverslip of 18 × 18 mm2 size
with tweezers. Incubate in a humid chamber 2 h at 37 °C (see
Note 26).

5. Disassemble the gelation chamber by removing the upper cov-
erslip and the sample coverslip including the sample gel from
the bottom coverslip (see Note 27).

6. For cell wall digestion, place one 25 mm coverslip to the
bottom of a 6-well plate. Add 2.5 mL of 160 U/mL mutano-
lysin in 1× PBS and add the gelated sample. Incubate ON at
37 °C (see Notes 28–30).

7. Remove mutanolysin reaction mixture.

8. Digest the sample homogeneously with Proteinase K. Mix
2.475 mL digestion buffer with 25 μL of 800 U/mL Protein-
ase K to create a reaction mixture of 8 U/mL Proteinase
K. Incubate 4 h at 37 °C. Wash thrice with 1× PBS for
20 min at 4 °C, shaking.

9. Transfer to a 5 cm petri dish and expand in 5 mL expansion
water ON at 4 °C (see Notes 31 and 32).
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3.4 Image

Acquisition

1. For sample mounting, coat the coverslip of the imaging cham-
ber with 0.1% poly-l-lysine for 5 min (see Note 33).

2. Prepare the sample for imaging. Remove the expansion water
from the gel and cut out a small piece for imaging with a
scalpel. Remove the gel piece on a coverslip and slowly let it
slide onto the coated imaging chamber. Apply expansion water
to the imaging chamber to prevent drying of the gel (seeNotes
34 and 35).

3. Apply immersion oil onto the objective.

4. Place the sample chamber onto the microscope.

5. Focus on the bacterial cells by utilizing the 638 nm laser line
(see Note 36).

6. Acquire a z-stack using HiLo illumination (Fig. 3, seeNote 37).

4 Notes

1. ExMworks best with proteins, which are structurally anchored,
such as fluorescently labeled membrane-binding or integral
membrane proteins. Here, we show the preparation process
for the example of DivIVA-GFP. As a membrane-binding pro-
tein, its position is retained after fixation with paraformalde-
hyde, whereas cytosolic proteins delocalize [18]. Moreover, the
high expression level of DivIVA-GFP is well suited for the ExM
protocol as it can be visualized even after “spatial dilution” of
molecules and concomitant reduction of fluorescence intensity
due to the volumetric expansion. Keep in mind that most
bacterial proteins are expressed in low copy numbers when
compared to eukaryotic systems.

2. A protein of interest (POI) fused to a fluorescent protein
(FP) enables the observation of the protein localization at all
protocol steps. This is helpful, since many steps can introduce
delocalization. Additionally, utilizing a fused FP for localiza-
tion has the advantage to circumvent the introduction of false-
positive fluorescence signal, for example, via immunofluores-
cence. Prior attempts of signal amplification of GFP in
B. subtilis and Staphylococcus aureus led to false-positive signals
due to unspecific binding of the primary or secondary antibody.
This is especially the case in S. aureus, which expresses immu-
noglobulin binding proteins SpA and Sbi, which lead to strong
false-positive envelope signals.

3. GFP is a commonly used fluorescent reporter protein in ExM
and well suited for several reasons. First, it is an FP emitting in
the green range of the spectrum and therefore allows to achieve
a high resolution. Second, it is an FP with relatively high
fluorescence intensity. Third, GFP-like proteins have been
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Fig. 3 ExM of B. subtilis expressing DivIVA-GFP (green) stained with WGA-CF633
(magenta). (a–c) Epifluorescence images of one z-slice of the stained and post-
fixated sample before expansion. DivIVA-GFP is localized at the division septum
and cell poles. (d–j) Maximum intensity projection of nine planes of the
expanded sample acquired with HiLo illumination. (h–j) Magnified view of the
region outlined by the white box in (g). The two adjacent DivIVA-rings on either
side of the division septum can be resolved and visualized, similar to super-
resolved three-dimensional structured illumination microscopy (3D-SIM) in live
cells [16]. Images were acquired using a Nikon Eclipse Ti inverted microscope
equipped with a Photometrics Prime BSI sCMOS camera and an electronically
operated laser box C-FLEX from Hübner Photonics. A 100× oil immersion TIRF
objective (NA 1.49) from Nikon was used. For images (d, f) HiLo illumination was
achieved by a custom-built setup [17]. Expanded samples were excited with
488-nm and 638-nm laser lines with 50-mW nominal output and 500 ms
integration time. Channels were averaged twice. The z-stack of the cell was
taken in 0.25 μm steps. (c), (g), and (j) show overlaid fluorescence images of
(a, b), (d, f), and (h, i), respectively

shown to withstand the relatively harsh chemical ExM protocol
(retention of fluorescence intensity of>50% [19]). If other FPs
are chosen, the preservation of the fluorescence must be
checked, as every FP is degraded during the protocol to a
different amount [19]. The same applies to other fluorophores,
for example, fluorophores conjugated to antibodies for
immunofluorescence.
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4. As shown by [8], the cultivation medium might reduce the
typically 4.5× expansion. Tryptic soy broth (TSB) leads to only
~2× expansion, whereas brain heart infusion broth (BHI)
medium leads to typical expansion factors.

5. Prepare 4% PFA working stocks for storage.

6. Prepare aliquots, store at -20 °C. Thaw shortly before use.
Avoid freeze-thawing. Discard residual solution after use.

7. WGA-CF633 stains the cell envelope by binding to
N-acetylglucosamine of the cell wall. It fulfills two functions:
first, it later enables the identification of the focus plane for
image acquisition. As the target is present in a high concentra-
tion, this staining is stronger than the DivIVA-GFP and easily
detectable under the microscope. Second, it prevents bleaching
of the POI, DivIVA-GFP, by eliminating the need to identify
the focal plane using the GFP signal. Finally, it enables the
analysis of the relative position of the POI with regard to the
cell wall.

8. The fluorophore CF633 was chosen due to the following
reasons. First, its absorption and emission maxima are far
from those of GFP enabling visualization without cross talk.
The use of additional emission filters is not recommended, as
they cut off the already low fluorescence intensity of the labeled
POI after expansion (see Note 1). A long-wavelength fluoro-
phore with lower resolution was used for visualizing the cell
outline to allow the use of higher resolution fluorophores for
the POI. Finally, CF633 survives the ExM protocol well [19].

9. Prepare 1 M stock solutions in DMSO.

10. Acrylamide, bisacrylamide, NaCl, and 10× PBS stock solutions
can be stored at 4 °C. Sodium acrylate solution must be freshly
prepared. Use a high purity sodium acrylate. Prepare stock
solution with cooled water and mix in a cold water bath. If
the solution has a yellow tint, do not use it, as it can negatively
affect the experimental outcome. After opening, store the
sodium acrylate bottle at low humidity in a desiccator.

11. Prepare monomer solution in an ice bath.

12. Proteinase K activity is heavily pH- and temperature-
dependent. Adjust the pH to 8.0. Stock solutions can be
prepared without proteinase K.

13. pH-adjusted water stabilizes the fluorescent proteins. Expan-
sion water can be stored up to 3 months at 4 °C.

14. Use large cultivation flasks, filled to a maximum of 10%, and
shake at high rpm, because B. subtilis is very sensitive to oxygen
depletion.

15. When working with another target organism, the volume of
culture per sample and the number of washing steps might
need to be adjusted. Consider that in each washing step cells
will be lost.
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16. Avoid exceedingly high centrifugation speeds in all protocol
steps as it may mechanically impair the cells.

17. The optimal fixation method might be a different one for your
organism and POI. Protocol optimization can be executed by
changing incubation times, temperatures, and fixatives. PFA
yields good results when fixing membrane proteins in bacteria,
whereas cytosolic proteins delocalize.

18. To avoid lysis of cells and concomitant protein delocalization,
avoid storage ON and directly continue with the protocol until
the sample is anchored in the expansion gel.

19. Starting at this protocol step, always protect the sample from
light to avoid bleaching of the fluorophores.

20. The unusually long incubation duration is required in order to
achieve a sufficiently high fluorescence intensity for visualiza-
tion after volumetric expansion. Extension of incubation times
with a potentially toxic compound is avoided by staining the
cell after fixation.

21. This step needs to be executed before permeabilization to
avoid staining of intracellular components.

22. This fixation step is required, because WGA interaction is not
covalent and further washing steps are executed until sample
gelation.

23. Permeabilization is required for a homogeneous distribution of
the ExM chemicals within the sample.

24. A 230 μm thick gel is good to handle, whereas thinner gels
break easily.

25. Ensure that all coverslips are dry to avoid dilution of the
reaction mixture. In addition, a greater volume of solution
leads to spillover, and the gelling solution is drawn under the
coverslip by surface tension.

26. A volume of 35 μL is perfect for this setup. If any changes are
made, first optimize the volume with gelation solution without
sample. Generally, practicing the gelation process and the dis-
assembly of the gel chamber after gel polymerization is strongly
advised. In these steps, samples can easily be lost. Therefore,
prepare several replicates.

27. For gelation chamber disassembly, first loosen the adhesive
tape from the top coverslip by applying a drop of 1× PBS to
the tape layers on the corners, for example, with a brush. Next,
hold the bottom coverslip, insert a scalpel between the edge of
the gel and the upper coverslip, and carefully press up. Remove
the top coverslip without the gel. Then, carefully remove the
sample coverslip with the gel from the bottom coverslip. Prac-
tice these steps and find the best technique. Coverslips do easily
break, and the gel sometimes sticks to the top instead of the



y

200 Viola Middelhauve et al.

sample coverslip. Avoid holding the upper top coverslip in this
step but instead hold the bottom coverslip. Proceed with the
protocol immediately to prevent the gel from drying out.

28. 6-well plates have been found useful for incubating gels with a
diameter of up to 15 mm. To avoid drying out, seal the well
plate with laboratory wrapping film in all incubation steps.
25 mm coverslips are added to enable gel transfer, as gel size
increases due to swelling in aqueous solution during the diges-
tion steps.

29. Mutanolysin treatment leads to a typical expansion factor of 4×
in several tested organisms [8, 9]. The optimal enzyme for cell
wall digestion depends on the cell wall architecture of the
organism of interest. For example, S. aureus can isotropically
be expanded after digestion with either mutanolysin or lysos-
taphin. Lysozyme often results in a non-isotropic expansion
[9]. When expanding a bacterium lacking a cell wall, for exam-
ple, Chlamydia species, this step may be omitted [10].

30. As the gel is transparent, use a dark background in all following
pipetting steps for a better recognition of the gel. Additionally,
adapt the light settings and viewing angles to the well plate in
order to better localize the gel. Pipette very slowly. During
these pipetting steps, take care not to suck up the gel into the
pipette. Again, optimize the best conditions and practice with a
dummy gel.

31. Alternatively, the sample can be expanded in 2 h at 4 °C b
replacing the expansion water every 30 min.

32. If the gel shall be stored, keep in 1× PBS containing 0.02%
sodium azide to stabilize the fluorophores and prevent micro-
bial growth.

33. Poly-l-lysine coating allows attachment of the gel and prevents
movement, which is essential for image acquisition.

34. Treat the expanded sample very gently. Exerted forces will lead
to distorted samples, for example, cells stretched in one direc-
tion. While cutting, do not draw the razor blade across the gel,
but instead press it down. Applying a drop of expansion water
to the top of the gel might ease the sliding process.

35. Bacterial cells sink down to the bottom of the gel. Therefore,
the bottom of the gel must face the coverslip for the cells to be
within the working distance of the objective. Since the gel may
rotate its position during preceding pipetting steps, prepara-
tion of two gel pieces facing up and down can be helpful to
quickly identify the correctly oriented gel.

36. The WGA-CF633 envelope stain should be used for adjusting
the focus plane. Exciting the POI, here DivIVA- GFP, bleaches
the POI unnecessarily.
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37. Due to low signal intensity, it is recommended to perform
image acquisition using widefield or HiLo illumination and a
sensitive camera. HiLo enhances the contrast, as less out-of-
focus light is detected. If using confocal microscopy image
acquisition parameters should carefully be optimized.
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10. Kunz TC, Götz R, Sauer M et al (2019) Detec-
tion of chlamydia developmental forms and
secreted effectors by expansion microscopy.
Front Cell Infect Microbiol 9:276. https://
doi.org/10.3389/fcimb.2019.00276
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Chapter 11

Tracking Global and Local Changes in Membrane Fluidity
Through Fluorescence Spectroscopy and Microscopy

Madeleine Humphrey, Ireny Abdelmesseh Nekhala, Kathi Scheinpflug,
Oxana Krylova, Ann-Britt Sch€afer, Jessica A. Buttress, Michaela Wenzel,
and Henrik Strahl

Abstract

Membrane fluidity is a critical parameter of cellular membranes, which cells continuously strive to maintain
within a viable range. Interference with the correct membrane fluidity state can strongly inhibit cell
function. Triggered changes in membrane fluidity and associated impacts on lipid domains have been
postulated to contribute to the mechanism of action of membrane targeting antimicrobials, but the
corresponding analyses have been hampered by the absence of readily available analytical tools. Here, we
expand upon the protocols outlined in the first edition of this book, providing further and alternative
protocols that can be used to measure changes in membrane fluidity. We provide detailed protocols, which
allow straightforward in vivo and in vitro measurement of antibiotic compound-triggered changes in
membrane fluidity and fluid membrane microdomains. Furthermore, we summarize useful strains con-
structed by us and others to characterize and confirm lipid specificity of membrane antimicrobials directly
in vivo.

Key words Membrane fluidity, Lipid domains, Membrane microdomains, Lipid packing, Fatty acid
disorder, Laurdan, Nile Red, DiIC12, RIFs, Lipid mutants, Membrane targeting antimicrobials

1 Introduction

Numerous antimicrobial compounds target bacterial cytoplasmic
membranes and disrupt the normal function of this essential cellu-
lar structure. Membrane-targeting compounds frequently unfold
their antimicrobial properties by interfering with the diffusion
barrier function of the cytoplasmic membrane [1]. As a conse-
quence, a comprehensive set of tools has been developed to analyze
cellular parameters related to membrane permeability, such as ion
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leakage and membrane potential. However, not all membrane-
targeting antimicrobials trigger permeabilization of cellular mem-
branes, and the mechanisms of action of this category of antimi-
crobials are considerably less understood [1].
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In addition to its permeability barrier function, a correct fluid-
ity state of the membrane is equally important in order to support
the multitude of membrane associated cellular processes
[2, 3]. Interference with the fluidity state of the membrane by an
antimicrobial compound either by causing changes in the overall
membrane fluidity, or by triggering formation of abnormal lipid
domains, has high potential to inhibit cell growth [4–7]. The anal-
ysis of these important cellular parameters has been greatly ham-
pered by the relative absence of suitable, easy to adapt analytical
tools. Here, we provide detailed protocols for the analysis of mem-
brane fluidity of bacterial cell membranes both on a global scale and
on a single cell level with spatial resolution. These protocols build
and extend upon assays described in a previous edition of this book
[8]. The provided measurements can be carried out with widely
available standard laboratory equipment such as a fluorescence
microplate reader and widefield epifluorescence microscope.

The first set of protocols provided in this chapter make use of a
fluorescent, fluidity-sensitive, and non-inhibitory membrane dye
Laurdan [9, 10]. The fluorescence emission spectrum of Laurdan
is sensitive to the presence of H2O close to its chromophore. The
ability of H2O to penetrate the hydrophobic membrane interior is
dominated by lipid head group packing density and fatty acid
disorder of lipid bilayers. As a consequence, the fluorescence emis-
sion spectrum of membrane-embedded Laurdan is sensitive to
membrane fluidity and disorder in its surroundings (see Fig. 1)
[9–13]. A protocol for the use of an alternative dye Nile Red to
visualize local changes in membrane fluidity is also provided. Such
an alternative is important when Laurdan cannot be used, for
example, due to spectral overlaps or unfavorable
dye-antimicrobial interactions. Nile Red is a lipophilic dye that
fluoresces in nonpolar environments such as bacterial membranes
and can be used to analyze lipid domains with standard fluorescent
microscopes [12, 14]. It also has the valuable property of being
neutral, meaning it does not exhibit charge-based preferential inter-
actions with the different phospholipid head groups present in the
membrane.

Complementary to Laurdan and Nile Red, the fluid membrane
domain reporter DiIC12(1,1

0-didodecyl-3,3,30,3-
0-tetramethylindocarbocyanine perchlorate) can be used in micro-
scopic analyses. This fluorescent dye binds to cell membranes,
where it preferentially inserts into more fluid membrane regions.
This selectivity is promoted by its short hydrocarbon tail, which is
better accommodated in thinner and more disordered membrane
domains (Fig. 2). DiIC12 can be used to visualize the distribution



of naturally occurring fluid membrane domains, coined “regions of
increased fluidity” (RIFs). These microdomains have been
observed both in the gram-positive model Bacillus subtilis and in
gram-negative Escherichia coli and appear to be intimately linked to
lateral cell wall synthesis [12, 15]. Several antibiotics have been
reported to disturb RIFs, most commonly by clustering them
into larger aberrant domains [5, 7, 12, 16–18]. RIFs are growth
phase-dependent and only occur in exponential growth phase
[17, 19]. The protocol described here is designed to observe
naturally occurring RIFs under optimal growth conditions. How-
ever, under conditions where RIFs are not natively detectable,
DiIC12 still stains cell membranes and accumulates in antibiotic
induced fluid membrane domains.
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Fig. 1 Fluorescence emission spectrum of Laurdan incorporated in small
unilamellar vesicles (SUVs) formed of E. coli polar lipid extract. Note the
spectral shift towards higher wavelength in higher temperatures (indicating
increased membrane fluidity). The wavelength ranges used for the ratiometric
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dark grey, respectively. (Figure reprinted from Ref. [8])
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The provided protocols not only are optimized for the gram-
positive model organism B. subtilis but also offer a good starting
point for measurements in other gram-positive microorganisms
such as Staphylococcus aureus. We provide example measurements
of how these methods can be applied to gain insight into the
mechanism of action of membrane-targeting antimicrobials. At
last, we provide a summary of lipid-modified B. subtilis strains
developed by us and others. These strains enable testing and con-
firming of the contribution of specific lipid-antimicrobial interac-
tions to the antimicrobial activity directly in vivo.

2 Materials

2.1 Laurdan

Fluorescence

Spectroscopy In Vivo

1. Laurdan (6-Dodecanoyl-2-Dimethylaminonaphthalene) either
fromMolecular Probes or Sigma-Aldrich. Prepare a 1 mL stock
solution of 1 mM in 100% dimethylformamide (DMF), store in
-20 °C, and keep always in the dark.

2. Benzyl alcohol. Prepare a 5 M stock by dilution with dimethyl
sulfoxide (DMSO), store in-20 °C, cover stored aliquots with
argon or N2 to prevent oxidation (we recommend 10 μL ali-
quots, do not reuse once open).

3. Fluorescence microplate reader. Both monochromator-based
plate readers and filter-based readers equipped with 350 nm
excitation filter and appropriate emission filters (ranges span-
ning 420–460 nm and 490–520 nm) are suitable.

4. Black, flat bottom 96-well microplates, if reusable microplates
are used ensure proper cleaning after use.

2.2 Laurdan

Fluorescence

Spectroscopy In Vitro

1. Phospholipids of choice. Either natural lipid extracts or mix-
tures of synthetic or purified lipids can be used. We recommend
either E. coli polar lipid extract, or a mixture mimicking bacte-
rial cytoplasmic membrane composed of a zwitterionic 1-pal-
mitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE)
combined either with anionic cardiolipin or 1-palmitoyl-2-
oleoyl-sn-glycero-3[phosphor-rac-(1-glycerol)] (POPG). All
lipids mentioned above can be purchased from Avanti Polar
Lipids.

2. Laurdan (6-Dodecanoyl-2-Dimethylaminonaphthalene,
Molecular Probes or Sigma-Aldrich). Prepare a 0.2 mg/mL
Laurdan solution in chloroform, store in -20 °C, and
keep dark.

3. Buffer of choice. We routinely use 10 mM sodium phosphate
(NaH2PO4/Na2HPO4) buffer containing 154 mM NaCl and
0.1 mM EDTA, pH 7.4.

4. Chloroform and methanol of highest available purity.
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5. Nitrogen or argon gas.

6. 1.5 mL or 2 mL microcentrifuge tubes and pipette tips silicon-
ized if necessary (see Note 1).

7. Round-bottomed glass vials (~5 mL) with tightly sealed caps.
Flat-bottomed glass vials (~2 mL) with caps.

8. Graduated glass pipettes (2 mL); Hamilton gastight syringe
(100–200 μL).

9. High-vacuum pump (10-2–10-4 mbar).

10. Mini-extruder and polycarbonate membranes with defined
pore size (see Note 2). Can be purchased from Avestin Inc. or
Avanti Polar Lipids.

11. Dry ice, ultrasound bath with thermoregulation.

12. Fluorescence spectrometer (monochromator-based).

13. Disposable macro UV/VIS cuvettes (3 mL, 1 × 1 cm).

14. Magnetic stir bar (<10 mm in length).

2.3 Laurdan

Fluorescence

Microscopy

1. Laurdan (6-Dodecanoyl-2-Dimethylaminonaphthalene) either
fromMolecular Probes or Sigma-Aldrich. Prepare a stock solu-
tion of 10 mM in 100% dimethylformamide (DMF).

2. Phosphate-buffered saline (PBS): 8.0 g/L NaCl, 0.2 g/L KCl,
1.15 g/L Na2HPO4, 0.2 g/L KH2PO4, pH 7.3, supplemen-
ted with 0.1% D-glucose.

3. Agarose (electrophoresis grade).

4. High-quality microscope slides, coverslips, and immersion oil.

5. Fluorescence microscope equipped with:

(a) A high-quality 100× objective with good chromatic cor-
rection such as Nikon Plan Apo series, Zeiss Plan Apoc-
hromat series or equivalent.

(b) Appropriate filter sets (excitation at approximately
350 nm, emission at 430–460 and 500–530 nm) (see
Note 3).

(c) Widefield illumination with strong light output at approx-
imately 350 nm. We prefer an LED light source with
365 nm output for this application, but Hg-vapor or
metal halide light sources are good alternatives.

(d) Temperature control.

(e) High-sensitivity CCD, EM-CCD or sCMOS camera with
maximally 8 × 8 μm pixel size.
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2.4 Nile Red

Fluorescence

Microscopy

1. Nile Red (Sigma-Aldrich). Prepare a stock solution of 50 μg/
mL in 100% DMSO, store in -20 °C, and keep always in
the dark.

2. Agarose (electrophoresis grade).

3. High-quality microscope slides, coverslips, and immersion oil.

4. Fluorescence microscope equipped with:

(a) A high-quality 100× objective. Due to the single wave-
length imaging, good chromatic correction is not as criti-
cal as with Laurdan microscopy.

(b) Appropriate filter sets (filters for TRITC or red fluores-
cence proteins are suitable).

(c) Widefield illumination with strong light output at
540–560 nm. We prefer an LED light source for this
application.

(d) Temperature control.

(e) High-sensitivity CCD, EM-CCD or sCMOS camera with
maximally 8 × 8 μm pixel size.

2.5 DiIC12
Fluorescence

Microscopy

1. DiIC12 (Anaspec). Prepare a 100 μg/mL stock solution in
sterile-filtered DMSO. When the dye has dissolved, centrifuge
for 5 min (16,000× g, room temperature) to spin down any
precipitated dye. Take the supernatant to prepare suitable ali-
quots, for example, 20 μL for 2 mL culture. Store one-time-use
aliquots at -20 °C in the dark.

2. B. subtilis 168 or other gram-positive organism of choice.
Preparing glycerol stocks in the same medium used for
DiIC12 experiments gives best results (see Notes 4–6).

3. Lysogeny broth (LB): 10 g/L tryptone, 5 g/L yeast extract,
10 g/L NaCl (or other medium of choice). For washing steps,
prepare medium supplemented with 1% DMSO. Pre-warm
medium to growth temperature before use (see Notes 7–9).

4. Plastic culture tubes. B. subtilis is extremely sensitive to oxygen
depletion and sub-optimal aeration results in severe distur-
bance of membrane domains. We found that growing 2 mL
of culture in 50 mL conical centrifuge (falcon) tubes, tilted at
45° in a rotary shaker, provides optimal aeration (see alsoNotes
9–11).

5. 2 ml microcentrifuge tubes. To ensure optimal aeration, no
more than 200 μL of culture should be used in a 2 ml micro-
centrifuge tube (see also Notes 9 and 11–12).

6. 1.2% agarose in water, kept liquid at 60 °C.

7. High-quality microscope slides, coverslips, and immersion oil.

8. Temperature-controlled microcentrifuge.
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9. Thermomixer holding 2 mL microcentrifuge tubes.

10. Carbonyl cyanide m-chlorophenyl hydrazone (CCCP). Pre-
pare a stock solution of 15 mM in 100% DMSO, store in -
20 °C.

11. Shaking incubator. In our hands, orbital motion water baths
have been proven optimal for growing B. subtilis cultures at
constant temperature and aeration and provide best DiIC12

results (see Note 13).

12. Fluorescence microscope equipped with environmental con-
trol chamber and Cy3 filter (see Note 14–16).

3 Methods

3.1 Laurdan

Fluorescence

Spectroscopy In Vivo

1. Grow cells to an optical density at 600 nm (OD600) of approxi-
mately 0.5 in suitable growth medium supplemented with 0.1%
glucose at the desired temperature (see Notes 17–19).

3.1.1 Sample

Preparation and Data

Acquisition

2. Transfer the cell suspension to a 2 mL microcentrifuge tube
and add Laurdan to a final concentration of 10 μM (from a
1 mM Laurdan stock solution, see Note 20).

3. Incubate cells with Laurdan for 5 min at the desired growth
temperature in a thermomixer. Cover tubes with aluminum foil
to avoid light exposure.

4. Wash cells 4× in 2 mL pre-warmed PBS/glucose (centrifuge
for 1 min at 17,000× g in a tabletop centrifuge, carefully
remove the supernatant by pipetting, resuspend in fresh
PBS/glucose, repeat four times). After the last wash, resuspend
to obtain an OD600 of approximately 0.5 (see Notes 21
and 22).

5. Remove 500 μL of the cell suspension, transfer to a new
microcentrifuge tube, and centrifuge as described above. Care-
fully harvest ~450 μL of the supernatant, which serves as
Laurdan background fluorescence in subsequent measurement
(background of buffer + dye not associated with cells).

6. Immediately proceed with fluorimetric measurement by trans-
ferring the stained cell suspensions, and the background sample
to a pre-warmed black, flat bottom black 96-well microtiter
plate (150 μL/well).

7. Depending on the antimicrobial compound of interest and the
specific research question, three measurement options are
possible:

(i) Pre-incubation of the cell culture with the antibiotic of
choice, followed by staining and measurement. This mea-
surement mode is suitable for slow acting but tightly bound
antimicrobials, or for an analysis of potential adaptation to
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subinhibitory concentrations. In this case, we recommend a
brief (2 min) shaking interval in the microplate reader
before the fluorescence measurement.

(ii) Incubation of stained cell suspension with the antibiotic of
choice for a given incubation time. In this case, incubate the
stained cell suspension with the compound directly in the
microtiter plate for a required time under shaking, followed
by fluorescence measurement. In well-energized untreated
cells (PBS/glucose + shaking), Laurdan GP-values were
found to be stable for up to 45 min.

(iii) For a kinetic measurement, Laurdan fluorescence can be
measured before and as a time series after addition of the
antibiotic of interest. In order to ensure sufficient energiza-
tion of the cells, we recommend either continuous shaking
or a relatively low number of parallel samples. Measurement
intervals of 0.5–1 min are a good starting point (see Note
23).

8. As a positive control, incubate cells with 50 mM membrane
fluidizer benzyl alcohol (see Note 24)

9. Measure Laurdan fluorescence intensities upon excitation at
350 nm at two emission wavelengths. In a monochromator-
based fluorimeter, the optimal wavelengths (435 and 500 nm)
should be used. In a filter-based fluorimeter, filters with wave-
lengths centered at 430–460 nm and 490–520 nm are
acceptable.

3.1.2 Data Analysis 1. Subtract values obtained from the background sample (fluores-
cence of unbound dye) from the cell suspension values for each
wavelength. The same background values are subtracted from
both treated and untreated samples (this assumes that the
compound of choice does not have fluorescent properties
itself).

2. Calculate Laurdan generalized polarization (GP) as follows:

GP =
I 435 - I 500
I 435 þ I 500

On a scale ranging from -1 to +1, high GP values correspond
to low membrane fluidity and vice versa [8, 9]. Depending on the
exact filters used, the absolute values vary and should be regarded as
arbitrary values. Commonly, however, GP values of 0.1–0.6 are
measured, see Figs. 3 and 4 for examples, where B. subtilis has
been incubated with benzyl alcohol and the membrane rigidifying
antimicrobial peptide cWFW [6].
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Fig. 3 Laurdan GP values measured for untreated live B. subtilis cells, and for
cells incubated with membrane fluidizer benzyl alcohol (50 mM) and cWFW
(6 μM), respectively. Note the reduced Laurdan GP (increased fluidity) in the
presence of benzyl alcohol, and the opposite effect in the presence of cWFW.
(Figure reprinted from Ref. [8])

Fig. 4 Continuous measurement of Laurdan GP for untreated wild type B. subtilis
cells, and for cells incubated with membrane fluidizer benzyl alcohol (50 mM)
and cWFW (6 μM). The time point of benzyl alcohol and cWFW addition is
indicated with an arrow. (Figure reprinted from Ref. [8])



212 Madeleine Humphrey et al.

3.2 Laurdan

Fluorescence

Spectroscopy In Vitro

1. Prepare three round-bottomed glass vials with tightly sealed
lids, label the vials (lipid composition, data, etc.). Determine
the weights of the vials (with lids on) on a microbalance taking
at least five significant digits (see Note 25).

3.2.1 Lipid Handling
2. Pipette ~40 mg of lipid in organic solvent into one vial and add

an appropriate volume of 0.2 mg/mL Laurdan solution in
chloroform (150 μL for 40 mg of E. coli polar lipid extract,
see Note 26) resulting in a Laurdan to lipid molar ratio of 1.5:
1000. Use a graduated glass pipette for lipid stock solution and
Hamilton gastight syringe for the Laurdan stock solution. If
the lipid was purchased in powder form, first dissolve it in
chloroform or chloroform/methanol mixture of 3:1 to yield a
concentration of 20 mg/mL and then proceed as above. At
last, divide the lipid-Laurdan mixture into two other vials to
obtain identical samples for replicate experiments.

3. Evaporate the organic solvent with dry nitrogen or argon by
passing a gentle gas stream over the lipid-containing solution
(see Note 27). During the procedure, slowly rotate the vial
such that a thin lipid film is deposited on the walls and bottom
of the vial while the solvent evaporates. Continue the proce-
dure until the solvent has visually disappeared, followed by
additional 3–4 min.

4. Use a high-vacuum pump (10-3–10-4 mbar) for at least 3 h to
remove traces of organic solvent. Seal the vials tightly in order
to prevent water absorption from the air (use parafilm sealing
over the tube caps after weighing the tubes (see Step 5)).

5. Weigh closed vials and subtract the weights of empty vials to
calculate the net weight of the lipid films. Covered with argon
or nitrogen, lipid-Laurdan films can be stored at -20 °C for
2–3 months (see Note 28).

3.2.2 Vesicle Preparation 1. Hydrate a lipid Laurdan film at room temperature for 30 min in
a phosphate buffer pre-equilibrated to room temperature
(20 mM final lipid concentration). For this aim, vortex the
vial vigorously for ~5–10 min to solubilize the lipid film.
Repeat additionally three to five times short (10–15 s) shaking
of the suspension during the hydration step. As a result, a
turbid suspension of multilamellar vesicles (MLV) will be
formed (see Note 29).

2. Dilute the obtained lipid suspension with equal volume of
buffer to obtain a 10 mM lipid stock (vortex well). Subject
the stock to three cycles of freeze-thaw using dry ice and 40 °C
water bath, with intensive vortexing of the thawed suspension.
Depending on the number of samples in the experiment, part
of the 10 mM lipid stock can be sealed with argon/nitrogen,
frozen, and stored at -20 °C for replicate experiments (see
Note 30).
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3. To obtain an antimicrobial compound-free sample, dilute the
10 mM lipid stock to 1 mM with buffer. Use mini-extruder to
prepare large unilamellar vesicles (LUVs). For this, fill one of
two 1 mL gastight syringes with MLV suspension and connect
to a mini-extruder equipped with two stacked polycarbonate
filters with 100 nm pore size. Force the MLV suspension
through the filter; a minimum of 21 extrusion cycles was
found to be required for optimal LUV preparation (see Notes
31 and 32). Collect LUVs in a small flat-bottomed glass vial or
a microcentrifuge tube.

4. Prepare several dilutions of the antimicrobial compound
(0.5–1 mL each) and mix with equal volume of 2 mM lipid
stock (diluted from 10 mM) in small flat-bottomed glass vials,
shake well. This step provides samples with 1 mM lipid and
different lipid-to-peptide (L/P) molar ratios (see Note 33).

5. If vesicles aggregate due to antibiotic adsorption, use sonica-
tion (ultrasonic bath) to dissolve the aggregates. Subject aggre-
gated, highly turbid peptide-lipid samples to one to two cycles
of sonication (5 min/cycle) in the bath in order to obtain
uniformly opalescent samples.

6. At last, to obtain uniform LUVs, subject the sonicated vesicles
to extrusion as described for the antimicrobial compound-free
sample (see Step 3) (see Note 34).

3.2.3 Fluorescent

Spectroscopy Parameters

Two data types can be obtained from Laurdan-labeled vesicles as a
characteristic for a lipid membrane state: dye emission spectra and
fluorescence intensities at fixed wavelengths.

1. To obtain the emission spectra, choose the emission scan mode
of the fluorescent spectrometer (the emission spectrum is
scanned, while the excitation wavelength is held constant).
Set the excitation wavelength to 350 nm, which roughly cor-
responds to the adsorption maximum of Laurdan [9]. Set the
emission wavelength to be scanned from 370 to 600 nm.
Choose appropriate values for the slit widths of both excitation
and emission monochromators. Pre-equilibrate the device at
the temperature of choice (see Figs. 1 and 5 for examples of
Laurdan spectra in vesicles).

2. To obtain fluorescence intensities at fixed wavelengths, choose
fixed wavelength measurement mode (use dual wavelength
mode when possible). Set the excitation wavelength to
350 nm and the emission wavelengths to 435 and/or
500 nm. When dual wavelength mode is not available, the
emission wavelength needs to be changed manually in separate
measurements. Choose appropriate values for the slit widths of
both excitation and emission monochromators. Pre-equilibrate
the device at the temperature of choice.
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Fig. 5 Normalised fluorescence emission spectrum of Laurdan incorporated in
large unilamellar vesicles (LUV’s) formed of E. coli polar lipid extract. Note the
reduced intensity of the higher wavelength shoulder of the spectrum in the
presence of cWFW (indicating reduced membrane fluidity). l/c values represent
lipid to compound molar ratios. (Figure reprinted from Ref. [8])

3.2.4 Data Acquisition 1. Prepare the samples by diluting 1 mM LUVs stocks with buffer
(in 2 mL in disposable fluorescent cuvettes). Usually,
0.25–0.3 mM lipid is enough to obtain good fluorescence
intensity signals. Equip the sample cuvette with a magnetic
stir bar.

2. Place the sample in the sample compartment of the fluores-
cence spectrometer and equilibrate the temperature for at least
5 min (in-cell temperature sensor is recommended for accurate
temperature control, see Note 35). Measure the sample con-
taining only vesicles without additive (control) first. As Laur-
dan is sensitive to photobleaching, reduce the sample’s
exposure time to the light source by closing the shutters when-
ever no data are being collected.

3. Record fluorescence emission spectrum/fluorescence intensi-
ties at fixed wavelength with the settings specified above (see
Subheading 3.2.3). If necessary, adjust the sensitivity of the
photodetector (gain) to obtain a reasonable signal intensity and
good signal-to-noise ratio, and repeat the measurement. Use
identical settings for all parallel samples.

4. Repeat fluorescence recording for all parallel samples.

5. When different temperatures are scanned, start at low temper-
ature (see Note 36). We found that it was more convenient
from the practical point of view to scan all samples at one
desired temperature and then repeat the procedure for the
next temperature points.
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3.2.5 Data Analysis 1. Data of fluorescence emission spectra can be easily represented
and analyzed in a commonly used spreadsheet program, such as
Microsoft Office Excel, SigmaPlot, or Origin. Normalization
of the spectra to fluorescence intensity maximum gives more
clear information about additive-induced changes in Laurdan
fluorescence (see Fig. 5 for an example).

2. Fixed wavelength Laurdan fluorescence intensities are used to
calculate Laurdan generalized polarization parameter, GP,
which is given by following equation [10]:

GP=
I 435 - I 500
I 435 þ I 500

This type of measurement is an in vitro equivalent of the in vivo
measurement shown in Fig. 3.

3.3 Laurdan

Fluorescence

Microscopy

1. Grow cells to an OD600 of ~0.5 in a suitable growth medium
supplemented with 0.1% glucose at the desired growth temper-
ature (see Note 19).

3.3.1 Sample

Preparation

2. Transfer 100 μL of the culture to a 2 mL (round bottom)
microcentrifuge tube. Add Laurdan from a 10 mM stock solu-
tion (in 100% DMF) to a final concentration of 100 μM Laur-
dan and 1% DMF (see Notes 20 and 37).

3. Incubate the cell suspension for 5 min at the desired growth
temperature under vigorous shaking (seeNote 38) in the dark.

4. Remove unbound Laurdan by adding 1.9 mL pre-warmed
PBS/glucose followed by centrifugation for 1 min (at max
speed on a tabletop centrifuge), removal of the supernatant,
and resuspension in 100 μL pre-warmed PBS/glucose (see
Note 39).

5. Incubate the stained cell suspension with the compound of
interest for a chosen time period under vigorous shaking.
Alternatively, pre-incubate cells with the compound of choice
before staining (see Step 2).

6. Immobilize 0.5 μL of stained cell suspension on a microscopy
slide prepared with 1.2% agarose in H2O (see Notes 40
and 41).

3.3.2 Microscope

Calibration

In principle, the microscopy can be carried out with any widefield
fluorescence microscope, but we strongly recommend the use of a
microscope setup with an adjustable temperature chamber set to
the growth temperature of the analyzed bacteria. It is paramount to
use a high-quality microscope objective with a high level of correc-
tion for chromatic aberration. Even so, the residual difference in
exact focal plane and magnification between the imaged wave-
lengths (450 and 520 nm) requires pre-calibration of the micro-
scope setup (see Note 42).
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1. Prepare a slide with 1.2% agarose in H2O and add an appropri-
ate dilution of a suspension of 0.1 μm diameter TetraSpeck™
microspheres.

2. Select a field of view with some fluorescent beads located close
to both the left and right edge of the image field.

3. Carry out optical sectioning (200 nm step size, 5 μm depth)
with both wavelengths (450 and 520 nm).

4. Measure the distance of two pixels located on the left and right
edge of the image field using both wavelengths (due to the
wavelength-dependency of magnification, the distance in pixels
is slightly larger for the image captured at 450 nm).

5. Note the difference in pixel distance along the x-axis of the
image between the chosen bead-pair. This will be used to
correct for the wavelength-dependent difference in magnifica-
tion upon image analysis.

6. Determine the difference in exact focal plane at the different
wavelengths (450 and 520 nm) using the captured optical
sections.

7. Use the difference in focal planes (z-offset) to correct for the
residual difference in chromatic aberration. Most image cap-
ture software allows for the use of predefined z-offset values for
different wavelengths.

3.3.3 Image Capture 1. Allow the microscope to reach a stable temperature by turning
on the microscope body, and the heating unit at least 2 h in
advance.

2. Pre-program the microscope for capture of a fluorescence
image using a 350 nm excitation filter and a 520 nm emission
filter, followed by a second image using a 350 nm excitation
filter and a 450 nm emission filter. Define the z-offset value to
correct for the different focus.

3. Rapidly capture images on both wavelengths for a required
number of cells/fields (see Notes 43 and 44) and save them
in a raw 16-bit uncompressed TIFF format.

3.3.4 Image Analysis 1. Increase the size of the higher wavelength image (520 nm) in
order to correct for the wavelength-dependent difference in
magnification. For this aim, use the conversion value obtained
from the measurement of fluorescent beads upon microscope
calibration.

2. Carefully correct the exact position of the cells (x/y-drift)
manually in order to ensure a perfect image overlay (see
Fig. 6) and crop the images to contain only the selected cells.



Measurement of Global and Local Membrane Fluidity 217

450 nm  520 nm overlay GP
un

co
rre

ct
ed

ch
ro

m
at

ic
 a

be
rra

tio
n 

an
d 

dr
ift

 c
or

re
ct

ed

Fig. 6 Fluorescence microscopy of Laurdan-stained untreated B. subtilis cells at two different wavelengths
(450 and 520 nm, 1st and 2nd panel, respectively). The 3rd panel depicts an overlay of the two micrographs,
and the 4th panel pixel-by pixel calculated Laurdan GP values (red colour representing high and blue low
membrane fluidity, respectively). Upper images depict the consequence of a poor correction for chromatic
aberration and x/y-drift. The lower panels depict the same cells with proper corrections applied.
(Figure reprinted from Ref. [8])

3. Convert the images into 32-bit format. This allows the use of
decimal places in pixel intensity values, which is necessary for
the representation of GP values.

4. With images prepared as above, the pixel-by-pixel calculation
of Laurdan GP can now be performed using the equation:

GP =
I 450 - I 520
I 450 þ I 520

The specific details of the calculation depend on the program of
choice. The corresponding software manual should provide suffi-
cient guidance to perform the calculations. We routinely use Wol-
fram Mathematica for this step, but any software capable for image
arithmetic can be used (see Note 45).

5. Due to the ratiometric nature of GP calculation, pixels with low
fluorescence intensity (such as pixels outside of the cell) will
also be assigned a GP-value. For visualization purposes, we find
it useful to define an intensity cutoff below, which the
GP-values are set to zero (and assigned the color black). An
optimal cutoff value depends on the signal-to-background
ratio, but 10% is a good starting value. The pixel-GP values
associated with the cell (commonly in a positive range between
0.1 and 0.4) are best represented with a blue-red color scale,
with blue representing low and red high membrane fluidity (see
Figs. 6 and 7 for examples).
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Fig. 7 Comparison of fluorescence microscopy of Laurdan- and Nile Red-stained untreated and CCCP treated
(100 μM) B. subtilis cells. Laurdan fluorescence was measured at two different wavelengths (450 and 520 nm,
1st and 2nd panel, respectively). The 3rd panel depicts pixel-by pixel calculated Laurdan GP values (red
representing high and blue low membrane fluidity, respectively). Nile Red fluorescence image was captured at
542 nm. Examples of CCCP-induced fluid membrane microdomains are indicated by arrows

3.4 Nile Red

Fluorescence

Microscopy

1. Grow cells to an OD600 of maximally 0.5 in a suitable growth
medium at the desired growth temperature.

2. Transfer 100 μL of the culture to a 2 mL (round bottom)
microcentrifuge tube (see Note 37). Incubate the cell suspen-
sion with the compound of interest for a chosen time period
under vigorous shaking (see Note 38).

3. Add Nile Red from a 50 μg/mL stock solution (in 100%
DMSO) to a final concentration of 0.5 μg/mL Nile Red and
1% DMSO, incubate with shaking for 5 min.

4. Immobilize 0.5 μL of stained cell suspension on a microscopy
slide prepared with 1.2% agarose in H2O (see Note 40).

5. Rapidly capture phase contrast and fluorescence images using
suitable light source and filters and save them in a raw 16-bit
uncompressed format (see Note 43 and 46).

6. Post-acquisition analysis of Nile Red fluorescence microscopy
can be carried out with standard image analysis techniques
(Fig. 7, see Notes 47–49).

3.5 DiIC12
Fluorescence

Microscopy

1. Grow overnight cultures (16 h) in medium of choice at the
desired temperature (see Note 5).

2. Dilute the overnight cultures 1:200 using the same medium.

3. Add DiIC12 to a final concentration of 1 μg/mL from a
100 μg/mL stock in DMSO (1% final concentration of
DMSO, see Notes 7 and 8)
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4. Grow cultures at the desired temperature until the desired cell
density, typically exponential growth phase, in which microdo-
mains are clearly visible (see Note 5).

5. Collect cells by centrifugation using pre-warmed 2 mL micro-
centrifuge tubes in a pre-warmed microcentrifuge (16,000× g,
30 s).

6. Wash the cell pellet four times with pre-warmed growth
medium supplemented with 1% DMSO (see Notes 7, 8, and
50). During all pipetting steps, keep the tubes at constant
temperature using an appropriate thermomixer. It is recom-
mended to resuspend cells by vortexing rather than pipetting
to avoid shearing forces (see Note 51).

7. Resuspend washed cell pellets in the same medium supplemen-
ted with 1% DMSO and adjust the cell density to the desired
final OD600, typically 0.3–0.5 (see Note 5).

8. Transfer 200 μL aliquots of resuspended cell culture to
pre-warmed 2 mL microcentrifuge tubes in an appropriate
thermomixer. Keep samples at constant temperature and
shake at all times (see Notes 9 and 51).

9. Add antibiotics of choice and incubate for the desired treat-
ment time (see Note 52). Leave one sample untreated as the
negative control, 150 μMCCCP [11] or other antibiotics with
a known effect on membrane microdomains [5, 7, 15–17] can
be used as the positive control, if desired (see Note 53).

10. If necessary, wash once more before taking samples for micros-
copy (see Note 52).

11. Spot 0.5 μL of the sample on a glass slide covered with a thin
layer of 1.2% agarose and let excess liquid evaporate (see Note
40 for preparation of slides).

12. Use phase contrast or bright field to locate a suitable field of
view with a sufficient number of cells.

13. Acquire images in phase contrast and Cy3 fluorescence chan-
nels. Alternatively, DiIC12 fluorescence can be imaged with a
standard RFF filter (see Fig. 8 and Notes 14 and 15).

3.6 B. subtilis Lipid-

Modified Strains for

the Analysis of Lipid

Specificity of

Antimicrobial

Compounds

B. subtilis strains with altered phospholipid composition have been
successfully generated by us and others. Deletion of the genes
required to make specific head groups has given strains lacking
in each: cardiolipin, phosphatidylethanolamine, phosphatidylserine
(also lacking phosphatidylethanolamine), lysyl-phosphatidylglycerol,
and glycolipids (see Fig. 9a and Table 1). The use of these strains,
when combined with minimum inhibitory concentration (MIC) and
comparable susceptibility assays, or with the assays described in this
chapter, provides straightforward methods to test if a given
membrane-active compound exhibits lipid specificity in vivo and
whether the specificity translates to altered susceptibility.

3.6.1 B. subtilis Strains

with Tunable Phospholipid

Composition
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Fig. 8 Effects of antibiotics on RIFs. B. subtilis 168 was grown at 37 °C until an
OD600 of 0.4 and subsequently treated with 2 μg/mL daptomycin (medium
supplemented with 1.25 mM CaCl2) for 60 min and 0.75 μg/mL nisin for
10 min, respectively. DiIC12 clusters are indicated by arrows. Scale bar 2 μm
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Fig. 9 (a) Growth curves of B. subtilis lipid head group modified strains grown in LB. Note the remarkable
ability of all head group modified strains to grow similar to the wild-type cells. (b) Growth curves of B. subtilis
tuneable fatty acid composition strains grown in fortified SMM media. Note the ability of Δbkd Δdes to grow
with a similar ability to wild-type cells when supplemented with isobutyric/methylbutyric acid, and the lack of
growth in the absence of precursors

3.6.2 B. subtilis Strains

with Tunable Fatty Acid

Composition and Fluidity

We have recently developed a strain in which membrane fluidity can
be modified through the deletion of the branched chain keto-
dehydrogenase operon (bkd) and the desaturase des gene. This
strain lacks the ability to synthesize branched chain fatty acids
(BCFAs) or unsaturated fatty acids, making it dependent on the
presence of exogenous fatty acid precursors. This auxotrophy can
be exploited to control the BCFA content of the membrane,



Genotypes Lipid alteration Growth requirements Reference

through the feeding of specific precursors (see Fig. 9b and Table 1)
[3]. Comparable to the lipid head group modified strains, this
strain allows the analysis of membrane-fluidity dependency of an
antimicrobial compound directly in vivo.
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Table 1
B. subtilis strains with tuneable lipid composition developed by us and others, and their growth
requirement

B. subtilis
strain
name

ARK3 clsA::
tet, ywjE::
spc, ywiE::
kan

Cardiolipin deficient – [20, 21]

KS119 psd::MLS Phosphatidylethanolamine
deficient

– [21]

AK0117B ugtP::MLS Glycolipid deficient – [21]

AK0118B mprF::kan Lysyl-phoshatidylglycerol
deficient

– [21]

AK0119B pssA::spc Phosphatidylserine and
phosphatidylethanolamine
deficient

– [21]

HS527 or
HS550

bkd::ery, des::
spc or bkd::
ery, des::
kan

Branched chain fatty acid
modified

100 μM isobutyric acid for
iso-fatty acids/methylbutyric
acid for anteiso-fatty acids

[3, 22]

KS20 or
KS50

des::spc or
des::kan

Desaturase deficient – [3, 22]

3.6.3 Preparation of

Precursors for Tunable

Fatty Acid Composition

Strain

The tunable fatty acid composition strain, Δbkd Δdes, requires
supplementation with BCFA precursors. By supplementing with
specific precursors, it is possible to tune the BCFA composition
and, thus, the membrane fluidity of the strain [3]. Here, anteiso-
BCFAs are synthesized when the medium is supplemented with
2-methylbutyric acid and iso-BCFAs when supplemented with iso-
butyric acid. 2-Methylbutyric acid and isobutyric acid can both be
obtained from Sigma-Aldrich. The acids should be diluted with
water to stock solution of 100 mM and added to the culture to
support growth in a 1/1000 dilution to achieve 100 μM. To
prevent the presence of other FA precursors, this strain should be
grown in a minimal media, such as fortified Spizizen Minimal
Media [3].
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4 Notes

1. Some hydrophobic substances strongly adsorb to plastic
and/or glass surfaces. This problem can be fixed by using
siliconized tubes and pipette tips for all steps handling such a
substance [23].

2. Lipid vesicle size defines the scattering intensity of a solution.
Light scattering can noticeably influence the signal intensities
when performing fluorescence-spectroscopic experiments.
Wherever possible, smaller vesicle size is preferable for the
studies. Alternatively, to extrusion, small lipid vesicles can be
obtained by sonication [19]. Scattering effects can also be
taken into account by performing control experiments where
fluorescence intensities are measured in dye-free system and
then subtracted from the values obtained for the dye.

3. Commonly available filter sets used to image DAPI, FITC, and
GFP can be used to carry out Laurdan GP microscopy. In a
microscopy setup in which excitation and emission filters and
the dichroic mirrors can be chosen independently, the combi-
nation of DAPI excitation (commonly ~350 nm), DAPI
dichroic mirror (~410 nm), and either DAPI emission
(~450 nm) or FITC/GFP emission (500–530 nm) are well
suited. In a filter cube-based system, two separate cubes (one
containing a regular DAPI filter set, and another combining
DAPI excitation, DAPI dichroic mirror and GFP emission) are
required.

4. This protocol has been optimized for B. subtilis but has been
proven to work well for other gram-positive species, including
S. aureus and Streptococcus pneumoniae [7, 19]. DiIC12 has
been successfully used in E. coli as well [15], although this
requires weakening of the outer membrane. In mycobacteria,
DiIC12 stains the mycolic acid layer. DiIC12 is compatible with
super-resolution structured illumination microscopy, both in
bacterial cells and liposomes, and has also been used to stain
human erythrocytes [7].

5. The spotty DiIC12 staining pattern manifests in exponential
growth phase and depends on growth speed [17, 19]. It is a
common problem that cells appear less spotty or even
completely smooth when not growing under optimal condi-
tions. We have identified a number of factors that promote
manifestation of the typical spotty pattern described in [12]:

(a) Inoculating overnight cultures from glycerol stocks
prepared in the same growth medium. We observed that
inoculating glycerol stocks, which were prepared in full
medium, into minimal medium resulted in varying DiIC12

staining patterns. Using glycerol stocks prepared in the
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same minimal medium solved this problem and gave reli-
ably spotty stains.

(b) Preparing overnight cultures so they are still in exponen-
tial growth phase when diluted in the morning. For
B. subtilis grown in full media like LB and Muller Hinton
broth, we observed that samples inoculated from over-
night cultures above an OD600 of 4 displayed longer lag
phases and smoother DiIC12 stains.

(c) Diluting overnight cultures not less than 1:100 and not
more than 1:200. Too high starting ODs result in longer
time spans to establish RIFs, resulting in samples taken at
the typically desired OD600 of 0.3–0.5 to still be smooth.
Too high dilutions result in longer lag phase, which in our
hands correlates with less microdomains and smoother
DiIC12 stains.

(d) Diluting cells so they are kept in exponential phase. It is
possible to dilute cells during exponential phase without
affecting microdomain distribution, for example, to
repeat an experiment several times with the same culture.
However, only exponentially growing cultures should be
diluted, and cultures should not be diluted below an OD
corresponding to onset of exponential phase. For
B. subtilis grown in full media like LB and Muller Hinton
broth, we observed that cultures grown over an OD600 of
2 as well as cultures diluted below an OD600 of 0.2 show
less RIFs when diluted. In contrast, diluting exponentially
growing cells down to an OD600 of 0.2 did not affect
microdomain distribution.

6. Inoculating from a plate instead of glycerol stocks is possible,
yet older cultures display the same issues as overgrown over-
night cultures. Thus, only freshly streaked cultures should
be used.

7. Maintaining a DMSO concentration of 1% during washing and
final resuspension of cells helps keep the dye soluble. If omit-
ted, DiIC12 is prone to precipitation, resulting in clearly visible
stains on the microscopy slides that are typically much brighter
than the signals from cells. If other supplements are used in the
medium, for example, inducers, we recommend adding them
to the washing medium as well to maintain constant conditions
for the cells.

8. Higher DMSO concentrations are not recommended as it
might lead to a bacterial stress response, which can affect the
bacterial membrane.

9. All plasticware and media should be pre-warmed before com-
ing into contact with cells to avoid temperature shifts. Cultures
should be handled inside the water bath or on the thermomixer
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at all times possible. Similarly, the centrifuge should be
pre-warmed. Cultures should never be stopped from shaking.

10. Similar observations were also made for S. aureus.

11. Glassware should not be used as DiIC12 strongly adsorbs to
and near-irreversibly stains glass surfaces. Furthermore, using
glassware can affect membrane fluidity if residual detergent
from cleansing solutions is present. It is thus recommended
to use disposable plastic ware to avoid chemical contamination.

12. For nonpathogenic organisms, punching a hole into the tube
lid with a standard injection needle can improve oxygen supply.

13. Dry incubators are less effective in keeping stable temperature,
especially when opened repeatedly, and linear motion shaking
incubators provide inferior aeration for B. subtilis.

14. DiIC12 can be visualized with standard RFP filters (around
570 nm excitation and 645nm emission), yet optimal signal-
to-background ratio is obtained with Cy3 filters (535 nm exci-
tation, 590 nm emission).

15. DiIC12 is compatible with co-localization with standard DAPI,
GFP, CFP, and Cy5, but not with RFP fluorophores. When
using DiIC12 together with GFP, bleed-through controls
should be included. This is most relevant for weakly fluorescent
GFP-protein fusions as DiIC12 signals are typically strong and
require five to ten times lower exposure times than most GFP
fusions, which facilitates the bleed-through of DiIC12 fluores-
cence into the GFP channel.

16. Temperature control is advantageous, since temperature shifts
impact membrane domain distribution.

17. The described protocol is optimized for B. subtilis but provides
a good starting point for measurements also in other gram-
positive bacteria. With gram-negative species such as E. coli,
Laurdan staining requires permeabilization of the outer mem-
brane with 30 μg/mL polymyxin B nonapeptide (PMBN) for
1 h prior to staining.

18. Membrane fluidity values are very sensitive to changes in tem-
perature. Furthermore, cells rapidly adapt to changes in tem-
perature by adapting the fatty acid composition of the
membrane. As a consequence, all materials including micro-
centrifuge tubes, buffers, microtiter plates, plate reader, etc.
should be pre-warmed to the initial growth temperature.

19. We routinely measure effects of an antibiotic on membrane
fluidity for B. subtilis grown in LB medium supplemented
with glucose. This allows the cells to pre-adapt to utilization
of glucose and thus provides the means to keep cells energized
upon wash and resuspension in PBS/glucose. As an alternative,
initial growth in LB/glucose buffered with 25 mM Tris pH
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7.0, followed by staining and resuspension in buffer composed
of 25 mM Tris, 10 g/L NaCl, and 0.1% glucose pH 7.0 is
possible. If minimal medium is preferred, cells can be stained
and washed directly in the same medium.

20. A final concentration of 1% DMF was found to enhance the
solubility of Laurdan resulting in stronger staining of
B. subtilis. Hence, dilution of Laurdan stock solutions should
not exceed 1:100. 1% DMF does not affect the viability of
B. subtilis.

21. The signal-to-background ratio of Laurdan stained cells is best
at cell densities of OD600 >0.5 (for B. subtilis). Reliable mea-
surement can be achieved with lower cell densities, but we do
not recommend values lower than OD600 of 0.3.

22. Laurdan staining and subsequent washing steps should be
carried out in a speedy manner. In this context, it was found
appropriate to limit the overall number of samples per run to
three 2 mLmicrocentrifuge tubes (6 mL, sufficient for 12 sam-
ples measured in technical triplicate)

23. If changes in fluidity are followed over time, measure the
Laurdan fluorescence for 5–10 min under shaking in order to
obtain a stable baseline. Pause measurement and quickly add
antimicrobial compound at the desired concentration. Make
sure the additional volume does not exceed 2 μL per well in
order to minimize dilution effects.

24. Benzyl alcohol is a chemical membrane fluidizer, which pro-
vides a positive control for the ability of the assay to detect
changes in membrane fluidity. In order to achieve the full
extent of fluidization, a 5-min incubation is required.

25. Take care not to change the weight afterward by making new
labels or writing on the tubes.

26. Themolar mass of E. coli polar lipid extract was taken as 700 g/
mol [24].

27. Do not use too strong gas flow and avoid spattering of the
lipid-containing solution out from the tube.

28. We notice a 10–15% intensity decrease comparable to freshly
prepared samples for frozen lipid films after 3 months at -20 °
C. Thus, a longer storage is not recommended.

29. For lipid hydration and vesicle formation, the temperature of
the solution should be maintained above the gel-to-liquid-
crystalline phase transition temperature of the lipid. Prolonged
vigorous shaking (>30 min) may be required for complete
lipid hydration in some cases.
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30. MLV suspensions can be stored under argon or nitrogen at -
20 °C for months. With Laurdan-containing vesicles, we usu-
ally do not exceed 2 months storage period (see alsoNote 28).

31. The number of extrusion cycles is always odd. The LUV sus-
pension is always collected in the syringe opposite to the one
which initially carried the suspension.

32. It is recommended to check the size and polydispersity (particle
size distribution) of the resulting LUVs by dynamic light scat-
tering (DLS). Zetasizer Nano device (Malvern Instruments,
UK) is used routinely in many laboratories for this control.

33. Here, glass vials are necessary for the following sample bath
sonication. Using plastic tubes is not recommended due to a
much lower transparency for soft ultrasound waves of bath
sonication.

34. Not all peptides or other additives cause vesicle aggregation. If
this is the case, bath sonication step can be omitted. Neverthe-
less, to reach homogeneous additive redistribution between
outer and inner bilayer leaflets in vesicles, the MLV-additive
suspension should be intensively mixed (shaking on vortex)
and subjected to extrusion. Here, extrusion is preferred over
bath sonication as it gives many more vesicles of uniform size.

35. The temperature of the sample must be controlled very accu-
rately. Even a 0.5 °C temperature difference can have a mea-
surable effect on Laurdan-generalized polarization parameter.

36. The fluorescent properties of Laurdan are sensitive to the
physical state of the lipid bilayer. The Laurdan signal intensity
and shape of the emission spectrum change with temperature.
At low temperatures (in a more ordered bilayer), Laurdan
fluorescence is high with a maximum at ~440 nm. With
increasing temperature, membrane order decreases, and the
signal intensity is reduced, while the fluorescence maximum
displays a red shift to 490 nm.

37. Incubation in a round bottom 2 mL microcentrifuge tubes
(in contrast to conical 1.5 mL tubes) ensures better aeration
upon shaking, and therefore minimizes effects caused by
de-energization [12, 23].

38. We use Eppendorf ThermoMixer at 850 rpm.

39. A less stringent wash to remove unbound dye is required for
the microscopic assay than for the fluorimetric assay.

40. Regular agarose/H2O microscopy slides are prepared by boil-
ing 1.2% (w/v) in H2O until agarose is fully dissolved, followed
by cooling down to approximately 65 °C. The warm agarose
solution (500 μL) is quickly spread on a microscopy slide,
covered with another identical slide, and allowed to solidify at
least for 10 min at room temperature. Immediately before use,
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the upper slide is removed, 0.5 μL of the stained cell suspension
applied, gently dried until the liquid drop has evaporated, and
covered with a microscopy coverslip. Prepared slides (without
cells) can be stored for maximum 3 h in the fridge in a con-
tainer with wet tissue paper. Too dry agarose slides result in
artifacts in membrane stains.

41. The cell suspension in PBS/glucose is applied on an agarose
bed, which contains some un-polymerized sugar, which con-
tributes toward osmolarity. During the process of sample
embedding, the salts form the cell suspension increase the
local osmolarity. If too high volume (more than 0.5 μL) is
used, or agarose in undiluted buffer instead of H2O is used,
the resulting high local osmolarity results in visible plasmolysis.
For these reasons, the use of H2O/agarose and 0.5 μL sample
volume is strongly recommended.

42. Once defined for a given microscope setup, the values for both
scaling the images and for the z-offset can be used in later
microscopy without need for re-calibration. Re-calibration is
only necessary in case of a different objective, or a different
fluorescent filter set.

43. Under the coverslip, the cells are not provided with an ade-
quate supply of O2. Aerobic microorganisms such as B. subtilis
cells start to lose energization after approximately 10 min. For
these reasons, image acquisition should be carried out in a
speedy manner.

44. Laurdan fluorescence bleaches rapidly. For this reason, the
illuminated sample area should be kept at minimum necessary
to achieve an even illumination across the captured field. Cap-
ture of images of cells close to each other should be avoided.

45. A Wolfram Mathematica or ImageJ scripts for calculation of
image-based Laurdan-GP can be obtained from the authors
upon request.

46. Phase contrast is not essential but aids the automated detection
of cells for post-acquisition analysis of the images.

47. We recommend using the freely available open-source image
analysis software FIJI.

48. Similar to Laurdan, Nile Red can also be used to visualize fluid
membrane microdomains. A comparison of the two dyes used
for this purpose is shown in Fig. 7. While less used and estab-
lished than Laurdan, Nile Red microscopy does not require
specialized filters and is exceptionally well suited for colocaliza-
tion analyses with GFP-tagged proteins. However, care should
be taken to control fluorescence bleed-through to the green
channel if combined with Laurdan, since Laurdan GP is very
sensitive to such an effect.
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49. When interpreting Nile Red fluorescent stains, please note that
bacterial division septa consist of two adjacent membrane
planes, which result in higher local fluorescent signals. This
should not be interpreted as higher local fluidity. Also, care is
needed when interpreting Nile Red membrane foci if the anti-
biotic used can trigger membrane invaginations. Such struc-
tures also exhibit brighter staining due to local membrane
folds.

50. DiIC12 has the tendency to form large aggregates generating a
strong background noise. Thorough washing of the cells is
recommended to reduce this background to a minimum level.

51. Physical stress, for example, shearing forces and temperature
shock, or chemical stress, such as residual chemicals in glass-
ware, can affect membrane fluidity and microdomains distribu-
tion, affecting DiIC12 staining patterns.

52. We have observed that cell samples that appeared “clean” after
washing can again display a strong background of precipitated
DiIC12 dye when imaged after prolonged incubation. We spec-
ulate that cells have a mechanism to expel the dye from their
membrane over time. This background can be avoided by
adding an additional washing step after antibiotic treatment
and is recommended after incubation times exceeding 1 h.

53. Several antibiotics have been reported to affect membrane
microdomain distribution including CCCP, daptomycin,
nisin, rhodomyrtone, tetracycline, anhydrotetracycline, grami-
cidin D and S, tyrocidine A and C, and thrombocidin-derived
peptides (see Fig. 8) [5, 7, 12, 16–18]. CCCP was the first
compound observed to have this effect. It depolarizes the cell
membrane, leading to delocalization of the membrane
potential-sensitive peripheral membrane protein MreB, which
is involved in organizing RIF distribution [12, 25]. CCCP
treatment leads to accumulation of RIFs in larger clusters
[12]. Due to its commercial availability, broad-spectrum activ-
ity, fast effects, and simple handling, we recommend CCCP as
positive control.
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Chapter 12

Quantitative Analysis of Microscopy Data to Evaluate
Bacterial Responses to Antibiotic Treatment

Dominik Brajtenbach, Jan-Samuel Puls, Cruz L. Matos de Opitz,
Peter Sass, Ulrich Kubitscheck, and Fabian Grein

Abstract

Microscopy is a powerful method to evaluate the direct effects of antibiotic action on the single cell level. As
with other methodologies, microscopy data is obtained through sufficient biological and technical replicate
experiments, where evaluation of the sample is generally followed over time. Even if a single antibiotic is
tested for a defined time, the most certain outcome is large amounts of raw data that requires systematic
analysis. Although microscopy is a helpful qualitative method, the recorded information is stored as defined
quantifiable units, the pixels. When this information is transferred to diverse bioinformatic tools, it is
possible to analyze the microscopy data while avoiding the inherent bias associated to manual quantifica-
tion. Here, we briefly describe methods for the analysis of microscopy images using open-source programs,
with a special focus on bacteria exposed to antibiotics.

Key words Fluorescence microscopy, Time-lapse microscopy, Staphylococcus aureus, Bacillus subtilis,
Antimicrobials, Microscopy data analysis and quantification, Convolved Average Projections (CAP)

1 Introduction

In vivo fluorescence wide-field microscopy allows understanding
the interactions between proteins and antibiotic compounds and
their localization, in relation to each other, or delocalization
resolved in time. Typical methods of fluorescence localization anal-
ysis are often time-consuming and/or include only subsets of cells,
for example, only those with a septum aligned with the viewing axis
in the case of septal/peripheral ratio analysis [1]. Detailed analysis
of phenotype subpopulations is regularly time-intensive and
requires a precise parameter design to not fail at the phenotypic
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variety of cells. Simple solutions for high-throughput analysis of
time-resolved image data are rare and usually linked to time-
consuming and labor-intensive processes [2]. Implementation of
existing solutions for experiments with open outcomes may be very
elaborate. Precise fluorescence localization analysis often requires a
preceding hypothesis of the impact toward the signal of interest and
a high level of methodical care to avoid selection bias, for example,
by missing unknown factors or more moderate effects. This is
especially relevant for understanding antibiotic action, as com-
pounds often exert multiple effects on cells and a variety of out-
comes due to quantitative differences between individual cells
[3]. Furthermore, due to concentration dependencies of antibiotic
effects, a high sample size is often required to map the antibiotic
impact accurately, making quantitative fluorescence analysis on the
single-cell level even more time-consuming [3–5]. The important
opportunistic pathogen and model organism Staphylococcus aureus,
a cocci-shaped bacterium, poses a special problem for automated
image analysis. Rod-shape bacteria, such as Bacillus subtilis, display
some form of geometrical asymmetry in three dimensions, allowing
to deduce the cell orientation from the viewing axis in a 2D micros-
copy image, in contrast, S. aureus spherical cell morphology, with
only slight elongation during the cell cycle, makes it very difficult to
derive the orientation of a cell from a 2D image [6]. Consequently,
an existing septum can be tilted in multiple directions—complicat-
ing subpopulation analysis—or even in a 90-degree angle orthogo-
nal to the viewing axis, making it problematic to even differentiate
between a cell without septum and unspecific membrane signal and
a cell with a specific septal signal, where the septum is orthogonal to
the viewing axis. Additionally, the minute elongation during the
cell cycle implies only minor differences in length between the
medial axis and other profiles through the cell. This further com-
plicates automated recognition of the medial plane. These various
difficulties in image analysis create a need for a very elaborate
method to avoid bias, for example, by misinterpreting the cell
cycle phase due to the orientation of the septum, or incorrect
analysis of septal specificity of a signal due to false medial plane
recognition.
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In this chapter, we address these problems and provide detailed
protocols for (time-resolved) fluorescence microscopy experiments
to investigate dynamic changes in the localization pattern of bacte-
rial proteins, for example, to evaluate respective antibiotic effects
qualitatively and quantitatively in S. aureus and B. subtilis. Here, the
described methods further include image deconvolution,
subsequent image stabilization, and presentation in averaged pro-
jected kymographs, as well as the use of open-source image soft-
ware to extract and map statistically relevant data such as length,
width, shape, and others from microscopic experiments. In addi-
tion, we describe convolved average projections (CAPs), a fully



automated method that was developed to combine all individual
cell images into a comprehensive single projection (see Fig. 1). This
enables a fast and unbiased compression of the raw data into a single
“cell-like” image that visualizes changes over the total sample
population (see Fig. 2). As all individual cells are included in a
CAP, the additional difficulty of separating the multitude of orien-
tations and morphologies of cocci-shaped bacteria like S. aureus is
avoided. The results can be quantitatively assessed with methods
already established for individual cell analysis and is a suitable basis
for a directed and detailed analysis of changes in the signal of
interest on the individual cell level.
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Images consisting of a reference
channel and the channel of
interest.

Automated cell recognition and
segmentation using the ImageJ Plugin
MicrobeJ.

Generation of convoluted single
cell images.

Convolved average projection
including the condensed fluorescence
data of all individual cells.

Fig. 1 Workflow of generating convolved average projections

2 Materials

All solutions should be prepared in ultrapure or double-distilled
water (ddH2O).

2.1 Growth Media,

Reagents, and

Bacterial Strains for

(Time-Resolved)

Fluorescence

Microscopy

1. Double-distilled water (ddH2O).

2. Mueller Hinton broth (MH): 2 g beef infusion solids, 17.5 g
casein hydrolysate, 1.5 g cornstarch, pH 7.4. Add 900 mL
water, adjust pH with 1 M NaOH. Complete to 1 L with
water. Autoclave, then store at room temperature or 4 °C.
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Fig. 2 Comparison of CAPs generated from cells with or without antibiotic treatment, three independent
biological replicates per condition (left). CAP demonstrate excellent reproducibility and can be quantitatively
analyzed with methods already established for individual cells, for example, profile plotting or septal/
peripheral ratio analysis (right)

3. Lysogeny broth (LB): 10 g peptone, 5 g yeast extract, 10 gNaCl,
pH 7.3. Add 900 mL water, adjust pH with 1 M NaOH. Com-
plete to 1 L with water. Autoclave, then store at room tempera-
ture or 4 °C.

4. Isopropyl-β-D-thiogalactopyranosid (IPTG).

5. Phosphate-buffered saline (1× PBS): 136.89 mM NaCl,
10 mM Na2HPO4·2H2O, 1.98 mM KH2PO4, 2.68 mM KCl.

6. 3% bovine serum albumin (BSA), dissolved in 1× PBS.

7. Human BD Fc Block™ (BD Pharmingen, 0.5 mg/mL stock,
see Note 1).

8. 70% ethanol (EtOH) in water.
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9. Antibiotics of choice for treatment or plasmid selection (e.g.,
erythromycin) (see Note 2).

10. Bacterial strains of interest, for example, Staphylococcus aureus
or Bacillus subtilis expressing a fluorescent fusion protein such
as FtsZ-mCherry [7, 8].

2.2 Hardware, Image

Acquisition, and

Analysis

1. Computer hardware (see Note 3) and inverted motorized
microscope (see Note 4) with scientific camera (CCD or
sCMOS).

2. Focus stabilization, for example, Perfect Focus System
(Nikon), and motorized stage (x, y, z).

3. Hardware controllable bright field illumination (ideally a LED
illumination).

4. High magnification objective with temperature correction for
37 °C and high numerical aperture (NA) for total internal
reflection fluorescence (TIRF), for example, 100×, oil immer-
sion, NA 1.49, TIRF.

5. Phase contrast (see Note 5).

6. Highly inclined and laminated optical (HiLo, [9]) illumination
system.

7. For time-lapse: Low fluorescence immersion oil corrected for
use at 37 °C.

8. For time-lapse: Objective lens heater.

9. For time-lapse: Laser box or laser with emission at 561 nm (see
Note 6) and large illumination field (diameter 110 μm).

10. For time-lapse: Stage-top incubator.

11. For time-lapse: Software to automatically control the micro-
scope (time series, z-stack, focus stabilization, trigger for laser
and bright field illumination, and positions).

12. For time-lapse: Sample chamber with in- and outlet to
exchange culture media (sample volume ca. 100–150 μL),
which fits a 24 × 24 mm coverslip (Fig. 3).

13. For time-lapse: Syringe pump (manual or automatic, 1 mL
syringes) with connections to inlet/outlet of sample chamber
via a silicon tube with 0.5 mm inner diameter and syringe
needles.

14. Coverslip (specified H1.5, 170 μm thickness).

15. Incubator Shaker.

16. Centrifuge (1.5 mL tubes).

2.3 Analysis

Software and Plugins

1. Fiji [10] or ImageJ [11] (see Note 7).

2. Image analysis software, such as Oufti (http://www.oufti.org/)
[12], MicrobeJ (https://www.microbej.com/) [13] (see

http://www.oufti.org/
https://www.microbej.com/


236 Dominik Brajtenbach et al.
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Fig. 3 Sample chamber. (a) Schematic top view, (b) schematic side view, (c) photograph

Note 8), Morphometrics [14] (https://simtk.org/projects/
morphometrics), or equivalent.

3. For time-lapse: PSF Generator [15, 16] (Plugin for Fiji or
ImageJ).

4. For time-lapse: DeconvolutionLab2 [17] (Plugin for Fiji or
ImageJ).

5. For time-lapse: StackReg [18, 19] (Plugin for Fiji or ImageJ).

6. For time-lapse: KymographBuilder [20] (Plugin for ImageJ,
included in Fiji).

3 Methods

3.1 Preparation of S.

aureus or B. subtilis

Cultures

1. Prepare a preculture of the intended strain under the desired
conditions, for example, in Mueller Hinton broth with 10 μg/
mL erythromycin.

2. Incubate over night at 37 °C under shaking conditions.

3. Prepare a 2 mL main culture under desired conditions, for
example, in Mueller Hinton Broth with 10 μg/mL erythromy-
cin and 100 μM IPTG, and inoculate 1%.

4. Incubate to OD600 of 0.4 at 37 °C under shaking conditions.

https://simtk.org/projects/morphometrics
https://simtk.org/projects/morphometrics
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3.2 Sample

Preparation for Time-

Lapse Experiments

with S. aureus

1. Centrifuge 1 mL of culture at 20,000 × g for 1 min.

2. Resuspend bacterial pellet in 500 μL 1× PBS (see Note 9).

3. Centrifuge at 20,000 g for 1 min.

4. Resuspend bacterial pellet in 500 μL 1× PBS and mix thor-
oughly with a pipette (see Note 10).

5. Dilute human BD Fc Block stock solution 1:50 in 1× PBS to a
total volume of 60 μL.

6. Place a cover slip into the insert for the stage-top incubator.

7. Add 60 μL of diluted human BD Fc Block to the center of the
coverslip and wait 5 min (see Note 11).

8. Remove supernatant from coverslip and wash with 60 μL o
1× PBS.

9. Add 60 μL of bacteria in 1× PBS to the coverslip surface and
incubate for 5 min at room temperature.

10. Remove supernatant from coverslip and wash with 60 μL o
1× PBS.

11. Add 60 μL of 3% BSA solution to the coverslip and incubate for
5 min at room temperature (see Note 12).

12. Remove supernatant from coverslip and place insert with cov-
erslip into the stage-top incubator on the microscope.

3.3 Preparation of

the Microscope for

Time-Lapse

Experiments

1. One hour prior to the experiment: Turn on stage-top incuba-
tor and objective heater; also turn on and set-up the camera,
light sources, microscope, controls, and computer. Place the
immersion oil already on the warmed objective.

2. Attach one empty syringe and one syringe filled with 1 mL of
culture media, for example, MH broth with 10 μg/mL eryth-
romycin and 100 μM IPTG, to the syringe pump and connect
them to the silicon tubing.

3. Fill the silicon tubing and connectors before connecting the
system to the sample chamber to avoid introduction of air (see
Note 13).

4. Connect the syringes to the sample chamber. Raise the objec-
tive until the immersion oil touches the coverslip (seeNote 14).

5. Fill the sample chamber slowly and purge the sample chamber
with the remaining volume to remove floating bacteria (see
Note 15).

6. Replace both 1 mL syringes for an empty one and one filled
with 1 mL of culture media. The filled syringe may containMH
broth with 10 μg/mL erythromycin and 100 μM IPTG (nega-
tive control) or the desired antibiotic concentration (treated
sample).
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3.4 Microscopy of S.

aureus in Time-Lapse

Experiments

1. Place the condenser above the sample and set the experimental
values (see Note 16).

2. Define measurement positions (see Note 17).

3. Define time interval and number of intervals, for example, for a
90 min experiment choose nine 10 min intervals.

4. Z-stack settings: To image S. aureus in sufficient detail acquire
images in an axial range from -0.5 μm to 0.5 μm in 0.25 μm
steps (see Note 18).

5. Channels and exposure times, for example, 200 ms fluorescent
excitation using the 561 nm laser, 100 ms for the phase con-
trast image (see Note 19).

6. Laser power, for example, 100 mW/cm2 (in HiLo mode) (see
Note 19).

7. Start data acquisition and observe the first images to make sure
the z-range is set appropriately (see Note 20).

8. Following 20 min of acquisition (after imaging the third time
point) exchange the culture media or replace with antibiotic
containing culture media using the syringe pump (see Note
13).

9. After data acquisition, save the data in a Hyperstack (z, posi-
tion, time; Tiff format) for each position.

10. Immediately after use, flush the sample chamber, all connectors
and silicon tubes with 70% EtOH. Sonicate the material for
10 min (see Note 21).

3.5 Deconvolution Deconvolution is used to increase contrast and spatial resolution of
the imaged data [21, 22]. The effects of deconvolution are depicted
in Fig. 4. A point spread function (PSF) is needed for deconvolu-
tion and can be obtained experimentally or created synthetically.

1. A synthetic PSF is created with PSF Generator for Fiji or
ImageJ for the maximum emission wavelength of the used
dye (here, 610 nm for mCherry). The “optical model” used
is the “Born & Wolf 3D Optical Model”, [23, 24] “accuracy
computation” is set to “better”. The PSF is created for a
volume of 256 × 256 × 65 pixels (XYZ) with linear display, in
16-bits and lookup table “gray”. Further settings depend on
the used setup; here pixel size is 65 × 65 nm with a Z-step of
250 nm. Save the created image stack in TIFF format.

2. For deconvolution, the hyperstack must be separated into sin-
gle z-stacks. Follow the steps below or write a macro for
ImageJ for faster processing (see Note 22):

(a) Duplicate the first channel (mCherry) with t = 0 min and
z = 1 to z = 5 to a predetermined folder for the mCherry
channel and close the stack. Repeat the same step for the
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Fig. 4 Effect of deconvolution. Phase contrast image of a S. aureus cell (left), raw (middle) and deconvoluted
(right) fluorescence micrograph of FtsZ-mCherry fusion protein expressed in S. aureus. Scale bar, 1 μm

following time points, that is, duplicate first channel
(mCherry) with t = 90 min and z = 1 to z = 5 to
predetermined folder for the mCherry channel and close
the stack.

(b) Perform similar steps for the second channel (phase con-
trast), considering in this instance a predetermined folder
for the phase contrast channel and close the stack.

3. Deconvolution is performed with DeconvolutionLab2 for
ImageJ. Deconvolute each stack in ten iterations using the
Richardson-Lucy algorithm [25, 26]. The plugin works by
drag and drop. Drop the experimental and PSF files into the
corresponding positions, set the algorithm and number of
iterations and run the plugin (see Note 23).

3.6 Kymograph

Analysis of S. aureus

The acquired raw and deconvoluted data can be used for a number
of different types of image analyses like relative intensity changes
and redistribution of the labeled compound, as a function of time
and concentration of applied antibiotics. In this section, we
describe a qualitative analysis using kymographs. They describe
changes in signal intensity in a condensed representation. Here,
we examine changes of the intensity profile perpendicular to the
septal plane of single cells in S. aureus cells treated with an antibiotic
and compare it to a negative control.

In order to produce meaningful kymographs, it may become
necessary to sort the single cells into different classes representing,
for example, different states of the cell division cycle (seeNote 24).

1. A negative control is used to check if bacteria are growing
properly in the sample chamber during the observation and
to provide reference kymographs. The single steps of image
analysis are condensed in Fig. 5.

(a) Open and concatenate the deconvoluted stacks for one
position with ImageJ to form a Hyperstack (z, t). The
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Fig. 5 Flowchart showing an exemplary iteration of the described image processing for the negative control
(see Subheading 3.6, step 1). Corresponding steps: (i) step 1, (ii) steps 3 and 4, (iii) step 4, (iv) step 5, (v) steps
6 and 7, (vi) step 8, (vii) steps 9 and 10, (viii) steps 12 and 13, (ix) step 14, (x) step 15, (xi) step 16. Execution of
“3.6.2 Treated Sample” differs only in (iii) where a hyperstack is created over the complete experimental
timespan



necessary function can be found under “Image – Stacks –
Tools – Concatenate. . .”. It is necessary to tick the box
for “Open as 4D image” (see Note 25).
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Fig. 6 Exemplary time-lapse images of untreated S. aureus on the coverslip. Scale bar, 1 μm. For the meaning
of arrows and arrowheads, see text

(b) When observing a number of time-lapse images of a
single bacterium (Fig. 6), we perceive a repeating pattern
in the intensity distribution of the protein due to the
replication cycle. For example, in Fig. 6, at t = 0 min, a
line (marked by an arrowhead) corresponding to the
septal plane and two foci (marked by red arrowheads) is
visible. In the following 10 min, the bacterium divides
along the septum. Each new cell exhibits two foci with
one overlapping (arrow). The foci of each cell approach
each other in the following 30 min until they collapse
into two new septa (t = 00:40 h, see white arrowheads).
Sometimes, also new foci become visible. Thus, after
about 40 min, a new division cycle begins. To capture
this periodic behavior in an average kymograph, we need
to classify the cells according to distinct and recognizable
points of the division cycles. In the given example, they
correspond to t = 0 min and t = 40 min.

(c) Choose bacteria in the same cell cycle state from random
time frames to make sure the signal distribution and its
changes are not related to the duration of the experiment.

(d) Now extract a certain number of individual time-lapse
image stacks from three replicate experiments, for exam-
ple, 30 in total. The time-lapse image stacks of bacteria
are created by selecting rectangular regions of interest
(ROIs, *Rectangle*) around the bacteria. Each ROI is
duplicated (“Image – Duplicate. . .” or right click
“Duplicate. . .”) from the hyperstack (z = 5) for the
time interval of one cell cycle. Save the stacks in a respec-
tive folder (see Note 26).

(e) Open the single time-lapses of between 40 and 60 min,
select, and duplicate one slice with focus in the middle of
the cells body over the whole time span of interest (see
Note 27).

(f) Enhance the contrast of the stack with the “Enhance
Contrast” function. “Saturated pixels” is set to 0.1%,
“Normalize” and “Process all n slices” (see Note 28).
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Fig. 7 Creation of a kymograph. (a) Aligned time-lapse images of a dividing bacterium (top) and the same
image sequence with the lines, along which the profile was measured (bottom). Scale bar, 1 μm. (b)
Kymograph created from the intensity profiles shown in (a). Horizontal pixel size, 65 nm, vertical pixel size,
10 min

(g) Correct any lateral motion of the stage using StackReg
for ImageJ with “Transformation” set to “Rigid Body”
(see Note 29).

(h) Draw a new, smaller region around the individual cell of
interest to reduce the amount of signal coming from
other cells and duplicate (see Note 30).

(i) Enhance contrast again, as described before (f).

(j) If the alignment is not good enough, a second alignment
can be performed with StackReg (see Note 31).

(k) If the alignment is still not sufficient, small corrections
can be made with the “Image – Transform” tool. A time-
lapse will look like Fig. 7a when stabilized.

(l) Set the width of lines to 5 pixels and draw a profile to
cover all foci needed for the evaluation with some exten-
sion beyond the foci (see Note 32).

(m) Inspect the whole stack and create a kymograph with
KymographBuilder for ImageJ. An exemplary single cell
kymograph is shown in Fig. 7b (see Note 33).

(n) After creating all single kymographs, open all of them
in ImageJ and create a stack from images (“Image –
Stacks – Images to Stack”) with the Method set to
“copy (center)”. Scrolling through the created kymo-
graph stack will reveal if all kymographs were well
centered.

(o) Create an average projection of the kymographs
(“Images – Stacks – Z-Project. . .” with projection “Aver-
age Intensity”).

(p) Finally, the average kymograph is rotated 90° to the left
(“Image –Transform –Rotate 90Degrees Left”) in order
to associate the abscissa with the time axis. Next, resize
50-fold in x-direction and 5-fold in y-direction (“Image –
Scale. . .” with “X Scale: 50”, “Y Scale: 5”, “Z Scale”,
“Interpolation: None”). The lookup table is changed to
“Fire LUT” (“Image – Lookup Tables – Fire”) and
contrast-corrected for extreme values. Figure 8 shows
the raw and the modified kymographs (see Note 34).
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Fig. 8 Kymograph presentation. (a) Raw averaged kymograph and (b) rotated, scaled and LUT-modified
kymograph

Fig. 9 Exemplary time-lapse images of S. aureus. The antibiotic that is tested is added after t = 20 min
(immediately after acquisition of the data for the third time point). Scale bar, 1 μm

2. In the treated sample, we analyze the effect of the tested antibi-
otic on the localization of the FtsZ-mCherry fusion protein as
an example application. Often, the application of antibiotics
results in a growth arrest. Details of this effect are evaluated and
quantified by the given approach.

(a) Open and concatenate the deconvoluted stacks for one
position with ImageJ to form a Hyperstack (z, t). The
necessary function can be found under “Image – Stacks –
Tools –Concatenate. . .”. It is necessary to tick the box for
“Open as 4D image” (see Note 25).

(b) First, we examine time-lapse images to find a possibly
needed, meaningful classification for the single cell
images. A typical cell is shown in Fig. 9. It can be noted
that the bacteria do not exhibit the periodic behavior seen
in the control, but rather show a moderate stationary
intensity distribution. A size classification in the third
frame/time-point is selected due to compound addition.
Rescale the pixel size to the true pixel size defined by the
hardware of your microscope (see Note 35). Create a
profile with a linewidth of five covering the ring-shaped
signal for determination of their diameters. For S. aureus,
three groups of ring diameters (390–520 nm,
650–715 nm, and 845–910 nm) are appropriate. These
groups are chosen to distinguish bacteria with small,
medium, and large FtsZ ring size (see Note 36).

(c) The following steps are only described for bacteria classi-
fied with a ring size of 845–910 nm. The procedure for
other size classes is identical.
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Fig. 10 (a) Aligned time-lapse images of antibiotic treated bacteria (top) and the same image sequence with
the lines, along which the profile was measured (bottom). Scale bar, 1 μm. (b) Kymograph created from the
intensity profiles shown in (a). Horizontal pixel size, 65 nm, vertical pixel size, 10 min
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Fig. 11 Kymograph presentation of a treated cell. (a) Raw averaged kymograph and (b) rotated, scaled and
LUT-modified kymograph

(d) Create 30 different time-lapse image stacks of bacteria
with ring diameters in the range of 845–910 nm from
the three replicates of the experiment by creating a box
selection (*Rectangle*) around the bacteria and duplicat-
ing (“Image –Duplicate. . .” or right click “Duplicate. . .”)
the ROI over the hyperstack (z = 5, t = 10). Save the
stacks in a respective folder (see Note 26).

(e) Open the single time-lapse image stacks and select one
slice with focus in the axial center of the cell body and
duplicate it (“Image – Duplicate. . .” with z = only single
digit, t = 1–10).

(f) Enhance the contrast of the stack with the “Enhance
Contrast” function. “Saturated pixels” is set to 0.1%,
“Normalize” and “Process all n slices” (see Note 28).

(g) Repeat steps g–p as described in the “1. The Negative
Control”. The alignment of treated cells is shown in
Fig. 10, whereas Fig. 11 depicts the raw and the modified
kymographs of antibiotic treated S. aureus cells.

3.7 Interpretation of

Averaged Kymographs

of S. aureus

Due to the size classification performed before the averaging, it is
implied that bacteria in the same state of the division cycle will react
similarly if not exactly the same to the compound. If intensity
distributions in the kymographs of single cells differ from each
other, a more diffuse intensity distribution will show up in the
averaged kymograph. Similar distributions of the foci will result in
higher intensity values. The average kymograph of the control and
the treated sample are compared in Fig. 12.

The bacterial cell cycle leads to an initially growing and then
shrinking distance of the two intensity foci (Fig. 12a). It is clearly



visible that the normal dynamics of FtsZ-mCherry were altered by
the compound added in (b) so the larger ring structures between
845 nm and 910 nm did not contract anymore. This is effectively a
cell cycle arrest (see Note 37). The treated sample reveals besides
the cell cycle arrest a certain expansion after addition of the
antibiotic.
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Fig. 12 Averaged kymograph from (a) control with cell cycle progression and (b) treated sample with cell cycle
arrest. The red line indicates the moment of addition of antibiotic

3.8 Analysis of S.

aureus Cells Using

Convolved Average

Projections (CAP)

1. After installing the MicrobeJ plugin, start ImageJ and open
MicrobeJ by clicking Plugins – MicrobeJ – MicrobeJ (see Note
38).

2. Open your raw images within either ImageJ or MicrobeJ (see
Note 39).

3.8.1 Extraction of

Individual Cell Images with

MicrobeJ

3. Select the image to analyze in the MicrobeJ Images tab (see
Fig. 13).

4. Switch to the MicrobeJ Bacteria tab (see Fig. 13). The plugin
uses a binary mask created from your reference channel (see
Materials) to perform cell recognition and segmentation. Select
your reference channel in the first box on the upper left (see
Fig. 13).

5. Select the background type of your reference channel in the
second box and the algorithm for binary mask calculation in
the fourth box (see Note 40). The binary mask defines which
regions of your image will be used for cell recognition and
segmentation.

6. To visualize the binary mask, click on the rod-shaped bacteria
icon on the right side (see Fig. 13). A yellow overlay will appear
on your reference channel of the selected image. To achieve
optimal cell recognition and segmentation, adjust the slider left
from the rod-shaped bacteria icon until the yellow overlay
resembles the cell morphology as best as possible without
introducing too many artifacts in the background (see
Note 41).

7. Adjust your segmentation parameters on the left side of the tab
(see Note 42).
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Switch between the
Images tab and the
Bacteria tab by
clicking the respective
button (3.8.1.3 and
3.8.1.4)

Select your reference
channel number,
type of background and
the algorhitm of binary
mask calculation
(3.8.1.5)

Adjust the extent of regions
included in the binary mask
with the slider. Visualize the
binary mask with a yellow
overlay by clicking the rod-
shaped bacteria icon
(3.8.1.6).

Adjust the segmentation
parameters according to
the cell morphologies of
the image (3.8.1.7)

Test the chosen
segmentation
parameters
(note 42)

Run the programm
and display results
(3.8.1.10)

Fig. 13 Graphic user interface of the MicrobeJ window [11]

8. Check the Options menu in the middle of the tab. Check the
Segmentation option and the Profile option for the plugin to
extract the information necessary to create single cell images.

9. Click on the square right to Profile to open the details of the
option. Choose Medial in the box (see Note 43).

10. Click on the button furthest to the lower right to perform cell
recognition and segmentation. A new window named
“ResultJ” will open automatically (see Fig. 14).

11. Click on Bacteria on the upper left side. Then click on the
seventh icon visible in the upper middle section of the window
(see Fig. 14).
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Click on Bacteria to access the individual cell
data of all recognized and segmented cells
(3.8.1.11)

This icon accesses the options
needed for single cell image
generation (3.8.1.11)

Select your channel of interest in the
profiles box (3.8.1.12) and choose
NAME.id in the Group box (3.8.1.13)

Run the programm and open all
single cell images (3.8.1.14)

Fig. 14 Graphic user interface of the ResultJ window [11]

12. Select the channel containing your signal of interest in the
Profiles box (see Fig. 14). The option will be named “PROFI-
LE_MED.chX”, where X is the number of your channel of
interest.

13. Choose “NAME.id” in the Group box.

14. Click on the second icon right to the profiles box to open
individual images of all cells recognized and segmented by
MicrobeJ (see Notes 44 and 45).

3.8.2 Combine Images

into a Convolved Average

Projection

1. Combine the open images of all individual cells into a stack by
clicking Image – Stacks – Images to stack in the ImageJ menu
(see Note 46). Choose Scale (smallest) in the Method box and
check the Bicubic Interpolation option. After clicking OK, a
new window containing all individual images in a stack will
open, while all individual images will close.

2. To convolve all images in the stack, click on Process – Filters –
Convolve. Click OK after inserting the correct Convolution
Kernel in the text field (see Note 47) and apply to all images.

3. To condense the convolved data into the final convolved aver-
age projection, click on image – stack – Z project. Choose
average intensity as projection type and make sure all images
are included. Start slice should be number 1, and stop slice
should be the total number of individual cells in your stack.
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3.9 Analysis of Cell

Length, Width, and Cell

Count of Rod-Shaped

B. subtilis, and

Generation of

Histograms Using Oufti

Software

1. Download Oufti [12] (https://oufti.org/download.html).
You may select from the stand-alone version or the
MATLAB-based program and follow the instructions given
by the developers (see Note 48).

2. Select the images to analyze from your experiment of interest.
Here is described the necessary steps to analyze cell parameters
in rod-shaped bacteria, for example, B. subtilis. The images
should be in TIFF format (see Note 49).

3. Guiding steps for image analysis are shown in Fig. 15. First,
start the program and click the button “Load phase” (Fig. 15,
step 1), to load image(s) for analysis.

4. On the first box on the right, under “Detection & analysis”,
select the option “Independent frames” (Fig. 15, step 2).

5. On the second box on the right, click on “Load parameters”
(Fig. 15, step 3), here is specified values for the algorithms
embedded in the program to recognize the cells and perform
segmentation (see Note 50).

6. On the first box of the right, select “File” (Fig. 15, step 4), and
give a name and location of where you would like to save your
data analysis.

7. Now in the “Parameter test mode” box, click on “Segmenta-
tion” (Fig. 15, step 5). Here, a new window will pop up, and
we can see if the selected parameters are sufficient to recognize
the cells, if not you may vary the values to optimize cell recog-
nition (see Note 51).

8. Now under “Detection & analysis”, click the button “This
frame” (Fig. 15, step 6). The algorithm will calculate the cell
mesh, which is necessary to measure other parameters later.
The time necessary for calculations will depend greatly on the
algorithm you select for analysis (see Note 52).

9. In the menu bar, follow the path “Tools (Fig. 15, step 7) – cell
statistics – cellstat”, and this will provide a summarized infor-
mation including the total number of cells and the mean and
standard deviation values of the following parameters
(in pixels): total number of spots (if applies), cell length, cell
width, cell area, and cell volume.

10. The results can be exported as histograms following the desired
path “Tools – cell statistics – curvature hist, length hist or mean
width hist”. A window will appear, and from here, the graph
can be exported in several formats suitable for presentation or
publication (see Fig. 15).

11. Export the data in CSV format to analyze individual cells. To
do so, select the menu “Tools – export cellList to csv”. The
generated file is compatible to Excel, and it contains the

https://oufti.org/download.html
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individual values tabulated (in pixels). To visualize and corre-
late the cell ID number, select in the menu “showmesh as”, the
option “numbers”. The generated data can be used for creating
further graph analysis as depicted in Fig. 16.

Fig. 15 Graphic user interface of Oufti [12], depicting the steps for the quantification of cell morphology
parameters, the typical output for the segmentation, cell detection algorithms, and a generated histogram
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Fig. 16 Analysis of the cell length of B. subtilis upon antibiotic treatment,
displaying individual cell length values calculated using Oufti [12]

4 Notes

1. Other human or rabbit antibodies work as well. No distinct
molar concentration can be given. The manufacturer does not
provide information about working concentration.

2. When possible, always work with fresh antibiotic stocks, pre-
paring small aliquots to use once per experiment significantly
improves reproducibility and avoids antibiotic degradation
related to cycles of freezing and thawing.

3. Minimal configuration for Prime BSI (sCMOS) camera (Tele-
dyne Photometrics, United States): Windows 7 or higher
64-bit operating system, 2.0 GHz or faster Intel processor,
8+ GB RAM, 250+ GB serial ATA (SATA) HDD and/or
(better) 512+ GB solid state drive (SSD), open PCI-Express
4× (4 lane) interface slot or higher for use with an interface card
(for high speed imaging) or USB 3.0 port for camera and 3+
USB ports (2.0 or higher) for other peripheral hardware
(motorized microscope, laserbox/lasers, additional control-
lers, etc.).

4. We used a Nikon Eclipse Ti automated microscope equipped
with a Perfect Focus system (Nikon Instruments Europe BV,
Netherlands), an Orca Flash 4.0 camera (Hamamatsu, Photon-
ics, Japan) or Prime BSI camera (Teledyne Photometrics,
United States), and CFI Plan-Apo DM 100×/1.45 Oil Ph3
objective (Nikon) or CFI Apo TIRF 100×/1.49 Oil objective
(Nikon) with the external Phase Contrast (Nikon; Phaseplate
PH3). For measurements with GFP fusion proteins, a highly
inclined and laminated (HiLo) [9] illumination system should
be used to minimize the fluorescent background of the
medium.

5. In addition to the fluorescence channel of interest, sample
images have to contain a reference channel for unbiased cell
recognition and segmentation. The reference channel needs to
contain all relevant cell morphology information, most
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importantly the cell contours and area. If possible, use phase
contrast images; otherwise, a membrane stain is the recom-
mended alternative.

6. The use of lasers is preferred due to the higher coherence of the
emitted light and thus the better suitability in combination
with HiLo illumination. We used a C-Flex laser combiner
(Hübner Photonics, Germany) with 4 Cobold laser heads
(Hübner Photonics, Germany): 405 nm (MLD-Laser),
488 nm (MLD-Laser), 561 nm (DPL-Laser), and 638 nm
(MLD-Laser) for time-resolved experiments.

7. The open-source program ImageJ (http://imagej.nih.gov/ij/)
[11] in the Fiji package distribution (https://imagej.net/
software/fiji/) [10] is used to open images, to run the cell
segmentation plugin MicrobeJ (https://www.microbej.com/)
[13], and to perform the CAP. Also, ImageJ contains multiple
tools to analyze CAPs.

8. The ImageJ plugin MicrobeJ is needed to identify individual
cells in a raw image and extract individual cell images.

9. Bacteria need to be washed because autofluorescent compo-
nents of MH media attach to the cover slip surface creating a
fluorescent background. BSA is later applied to further reduce
any nonspecific binding of residual fluorescent components.

10. The mixing is performed to separate large groups of cells,
which are not suited for analysis.

11. The Fc Block has two functions: It passivates the glass surface
and attaches bacteria via the cell wall anchored protein A in
their cell wall to the glass.

12. BSA is used to passivate the surface further.

13. Avoiding air bubbles in the sample chamber is crucial. Trapped
air is hard to remove due to surface tension of the culture
media, which dictates the movement of trapped air and dis-
turbs micrographic experiments. Also, if larger amounts of air
get moved through the sample chamber, surface tension of the
solution can rip off bacteria from the surface.

14. Contact with the objective respectively the immersion oil leads
to transfer of heat between objective and sample. The objective
heater is therefore more important than the stage top incuba-
tor for the initial temperature of the sample. Conduction of
heat through 170 μm glass will be much faster than 5 mm of
solution especially when convection is reduced to a minimum.

15. The syringe should not be emptied completely. Usually, a small
volume of air is trapped inside. This can be avoided by remov-
ing the air before installation. Otherwise, a small volume of
50 μL of air can be left inside the syringe.

http://imagej.nih.gov/ij/
https://imagej.net/software/fiji/
https://imagej.net/software/fiji/
https://www.microbej.com/
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16. These values need to be adjusted for each experiment
individually.

17. Select adequate positions. Usually, a collection of single cells
per field of view is advantageous.

18. This is appropriate to acquire a z-stack to image bacteria with a
thickness of about 1 μm. This provides sufficient data for a later
deconvolution.

19. Extensive controls are necessary to make sure that the bacteria
survive the illumination with the chosen wavelength, power,
and exposure time, and these have to be defined accordingly.

20. Slice 2, 3, or 4 should perfectly be in focus.

21. For some compounds, this additional sonication is not needed;
nevertheless, cleaning should be done thoroughly.

22. These simple actions can be performed by hand for each frame
and channel, but automation is strongly advised, and writing a
macro here saves a lot of time if large datasets are analyzed.

23. Deconvolution works best for three-dimensional image data.
Deconvolution with DeconvolutionLab2 is easily applicable
with a normal computer with 16 GB of RAM and a simple
CPU. It is running on a single core. DeconvolutionLab2 is bad
in relocating memory; therefore, every 30–40 runs, the gar-
bage collector should be run (“call(“java.lang.System.gc”);”)
or the program (ImageJ) should be closed and opened again to
free the cache again. A single deconvolution of an image with
2048 × 2048 × 5 pixels uses about 4 MB of RAM and about
6–8 min for ten iterations. Again, a macro is helpful. Informa-
tion about the implementation of DeconvolutionLab2 can be
found online [27]. Higher numbers of iterations might intro-
duce artifacts, so the number of iterations has to be set care-
fully. The number of iterations must be chosen depending on
the initial signal, contrast, and possible image noise.

24. The classification of the single cell images of the time-lapse
images is necessary here for the subsequent analysis. Averaging
cells in different states will lead to diffuse, unstructured signal
profiles in an averaged kymograph.

25. It is useful to name the stacks with numbers in the folder where
they are from, select all of them at once and drag the first stack
into ImageJ. They will open in order, and they will also fill the
positions for the “Concatenate. . .” function in the same order
they are opened. Also, no other stack should be opened at that
time because these will be included in the order and will need
to be shifted. This is usually a lengthy process and can be easily
avoided.
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26. The region of interest should be drawn large enough to
account for the microscopy stages’ random movement in lat-
eral direction.

27. It is possible that focus stabilization might introduce slight
defocusing. This behavior is usually found once every single
or second time lapse and is averaged over in the averaging
process later on.

28. Due to bleaching, the enhance contrast function can help with
the alignment of the stack. It also enables comparison of local-
ization in different positions in the field of view.

29. “Rigid Body” is chosen such that rotation, but no stretching is
performed.

30. Make sure that no black regions at the edges of the images are
visible from the correction for lateral movement. Otherwise,
the contrast enhancement will be performed, and the lowest
gray values will come from this region.

31. If there are signals from neighbored cells present in the time
lapse, this might interfere with the function of “StackReg”. So,
restricting the ROI to the signal of interest simplifies the
alignment. If a correct alignment is not possible due to close
neighbors, a different cell should be chosen.

32. The line width can be chosen by double clicking the “line tool”
(*Straight*). It is easier to cover one of the images with the
largest distance between the foci to find the right length for the
profile. The surplus length is necessary to cover the complete
signal’s profile. Profiles across different cells do not have to be
of the same length. A larger line width is used to capture the
maximum with certainty. With a greater line width than one,
ImageJ will take the maximum projection perpendicular to the
propagation direction of the line profile.

33. It is essential to place the selected line well centered over the
cell body.

34. The kymographs can be used the way they are created, but the
observer usually associates the x-axis with the time axis.

35. DeconvolutionLab2 resets the images pixel size to one pixel in
each direction. Consider this if further measurements are done.

36. Classification is necessary because the cells exhibit a range of
sizes. Without sorting them into size classes, a very diffuse
intensity distribution along the profile would be produced
when averaging the kymographs. Classification needs to con-
sider resolution limits and pixel sizes.

37. The kymographs in Fig. 12 have to be read from left to right.
Movement along the septal plane is expressed by up and down
movement of the foci.
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38. The versions (Fiji Is Just) ImageJ 2.0.0.-rc-69/1.52p running
with Java 1.8.0_182 [64-bit] and the Plugin MicrobeJ 5.13 L
(20) beta were used for preparation of this chapter.

39. If multiple images of the same sample are available, opening the
images all at once within MicrobeJ can be advantageous. Select
all images in the Explorer and open them using drag-and-drop
on the furthest icon on the lower left in MicrobeJ. If the
metadata and channel arrangement in the images are correct,
MicrobeJ will automatically combine the images and their
channels into an optimized hyperstack. This allows the
subsequent analysis for all the images at once.

40. For the phase contrast reference channel, the default mode is
recommended. For a membrane stain as the reference channel,
Huang mode is recommended. However, depending on the
individual images, other modes might be preferable.

41. The binary mask yellow overlay should resemble the cell area as
best as possible. Errors in the analysis can occur, if not enough
of the cell area is covered or the binary mask exceeds the cell
borders. Note that MicrobeJ performs an automated algorith-
mic analysis that will most likely not be able to recognize and
segment all individual cells of an image in the correct way.
Optimizing the binary mask to reduce false-positive cell recog-
nition is therefore recommended.

42. It is possible to test the chosen parameters by clicking the play
icon on the lower right of the segmentation parameter field (see
Fig. 13). If the icon is clicked, MicrobeJ will perform cell
recognition and segmentation according to the configured
binary mask and parameters. After completion, an overlay will
appear on the analyzed image, contouring all cells recognized.
If a recognized shape is rejected based on the chosen segmen-
tation parameters, the contour will appear red. Additionally,
the reason for rejection will appear next to the recognized
shape in red font. Furthermore, all checked segmentation para-
meters will be shown in green font for all recognized shapes.
This enables fine-tuning of the segmentation parameters if
needed.

43. It is possible to extend the area depicted in the individual cell
images further from the edge of the recognized cell border by
the amount of μm entered in the boxes Dilate (y-Axis) and
Extension (x-Axis). Leaving thickness on auto is
recommended.

44. Depending on the number of cells recognized, a large number
of images may open automatically. This can lead to perfor-
mance issues, depending on the used computer hardware.
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45. It is possible to safe the ResultJ data and the MicrobeJ recog-
nition parameters by clicking on the floppy disc icon in the
respective window.

46. Make sure, that all sample images and no other images are
opened, as all images opened will be combined into a stack.
Combine only cells with a similar cell morphology into a stack.
If your sample contains cells with different morphologies (e.g.,
significant differences in cell length), sorting the cells into
groups of approximately similar morphology prior to stack
generation is recommended. This can be done manually or by
defining respective parameters in 3.8.1.7. In this case, take care
not to introduce a bias into the analysis, for example, by
neglecting cells in a certain range of length.

47. Using the standard Kernel [-1 -1 -1 -1 -1; -1 -1 -1 -1 -1; -1 -1
24 -1 -1; -1 -1 -1 -1 -1; -1 -1 -1 -1 -1] is recommended.
Depending on the specific method and question, other convo-
lution kernels may be useful.

48. Oufti is useful for the detection of several parameters including
cell length, width, volume, area, etc. in phase contrast micro-
graphs. The program is also useful for fluorescence channel
images and is best suitable for spots, representative of cytoplas-
mic proteins, and even chromosome staining, but it is not able
to properly identify cell contours, for example, when the cell
membrane is stained. In these instances, we recommend using
other open source software, for example, MicrobeJ.

49. Images obtained using a 60× objective were also suitable for
quantification of cells in the phase contrast channel.

50. Oufti download package comes with a preset of parameters
suitable for different bacteria including Escherichia coli and
Caulobacter crescentus. Here, you can modify and fine-tune
values according to your imaging, especially the resolution
(μm/pixel), so the software can better detect your cells. It is
important to use the exact image resolution from the raw
images, because this is mandatory for accurate calculations
using the program.

51. For image analysis, minimal hardware settings should be an
Intel Core i3 processor, a memory (RAM) of 8.00 GB and an
operating system of Windows 10 (64 bit). Here, for a single
image, the analysis time is approximately 90 s. In the tutorial
section of the application, the developers suggest using pixel
instead of subpixel algorithms to reduce the analysis time,
however, sensitivity can be lost significantly [28].

52. In the “Segmentation” pop-up window, the outcome is a
binary mask of the original phase contrast image. Here, you
should select values that allow a better recognition of the
bacterial cells, which should be observed as white rods in a
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black background. Depending on the quality of your image,
you can adapt the values for the different algorithms, thus
creating the most optimal binary mask for your image. In our
example, we selected for the “EdgeMode”, the option “LOG”;
“Dilate”, value 1; “openNum”, value 1; “InvertImage”, value
0; “ThreshFactorM”, value 0.98508; “EdgeSigmaL”, value
1.1902; “ValleyThresh1”, value 0.03; and “LogThresh”,
value 0.24857. In the Oufti Tutorial section, further informa-
tion regarding these options are available [28].
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Chapter 13

Application of a Bacillus subtilis Whole-Cell Biosensor
(PliaI-lux) for the Identification of Cell Wall Active
Antibacterial Compounds

Carolin Martina Kobras, Sali May Morris, Thorsten Mascher,
and Susanne Gebhard

Abstract

Whole-cell biosensors, based on the visualization of a reporter strain’s response to a particular stimulus, are
a robust and cost-effective means to monitor defined environmental conditions or the presence of chemical
compounds. One specific field in which such biosensors are frequently applied is drug discovery, that is, the
screening of large numbers of bacterial or fungal strains for the production of antimicrobial compounds.
Here, we describe the application of a luminescence-based Bacillus subtilis biosensor for the discovery of
cell wall active substances; this article is an update to our previous chapter published in 2017. The system is
based on the well-characterized promoter PliaI, which is induced in response to a wide range of conditions
that cause cell envelope stress, particularly antibiotics that interfere with the membrane-anchored steps of
cell wall biosynthesis. A simple “spot-on-lawn” assay, where colonies of potential producer strains are grown
directly on a lawn of the reporter strain, allows for quantitative and time-resolved detection of antimicrobial
compounds. Due to the very low technical demands of this procedure, we expect it to be easily applicable to
a large variety of candidate producer strains and growth conditions.

Key words Bioassay, Reporter gene, Cell envelope stress, Cell wall, Antibiotic, Antimicrobial peptide,
Stress response, Luminescence, Lipid II cycle

1 Introduction

Biosensors are “devices that use specific biochemical reactions
mediated by isolated enzymes, immunosystems, tissues, organelles
or whole cells to detect chemical compounds, usually by electrical,
thermal or optical signals,” according to the IUPAC definition
[1]. In recent years, whole-cell biosensors in particular have gained
increasing attention in different fields of application, such as on-site
monitoring of environmental samples, for example, for pollutants
such as heavy metal ions or xenobiotics, but also drug discovery and
mode-of-action studies [2]. Compared to enzymes or the other
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biosensor platforms mentioned above, they offer the advantage of
low costs, high stability, and ease of use [3]. Normally, whole-cell
biosensors are genetically modified microorganisms that use the
stimulus specificity of signal-transducing regulatory systems to
connect an input (compound or condition to be detected) with a
measurable output. The latter is usually provided by a reporter gene
under control of a promoter that is regulated by the signaling
system.

260 Carolin Martina Kobras et al.

Three different types of microbial reporter systems are most
commonly employed. The β-galactosidase (encoded by lacZ) is the
classical reporter gene and was already established in the early
1970s as a quantitative and highly reproducible measure for differ-
ential promoter activity, using the chromogenic substrate ONPG
(o-nitrophenyl-β-D-galactopyranoside) [4]. Despite the disadvan-
tage of having to collect cells and perform a biochemical assay for a
quantitative readout, it is still widespread, since it only requires a
standard photometer for colorimetric detection of the enzymatic
reaction product at a wavelength of 420 nm. Moreover, lacZ-based
whole-cell biosensors offer the convenience of a low-cost, simple,
and fast semiquantitative readout, if X-Gal (5-bromo-4-chloro-3-
indoyl- β-D-galactopyranoside) is used as a chromogenic substrate
in plate-based whole-cell biosensor assays, which are suitable even
for field work in the absence of any technical equipment [5].

More recently, two additional reporter systems have found
widespread use in biosensors, namely, fluorescent proteins, such
as GFP, and bioluminescent reporters, derived either from bacterial
or firefly luciferase. While both require more advanced documenta-
tion systems for quantitative measurements, their advantage over
the β-galactosidase reporter is the possibility for a quantitative
online monitoring of promoter activity in viable cells (e.g., growing
liquid cultures in microtiter plates) without the need of harvesting
cells and performing an assay. While GFP and its many derivatives
have found widespread use in numerous biological applications,
including whole-cell biosensors [6], the autofluorescence of the
cells or media components often limit the dynamic range and
hence sensitivity of fluorescence-based biosensors. In contrast, bio-
luminescence offers a virtually background-free reporter system,
thereby enabling biosensors with a high dynamic range and hence
sensitivity. Firefly luciferase requires the addition of luciferin as a
substrate, which in the presence of ATP and oxygen leads to visible
light emission. Bacterial luciferase, encoded by the luxCDABE
operon of Photorhabdus luminescens, catalyzes the oxidation of
reduced flavin mononucleotide (FMNH2) and fatty aldehydes to
FMN and fatty acids, respectively, in the presence of molecular
oxygen, resulting in blue-green light emission [3]. The substrates
of this reaction are regenerated by the normal cellular metabolism,
and no addition of an external substrate is required, making bacte-
rial luciferase the more convenient and cost-efficient alternative.
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This chapter describes the use of a luminescence-based biosen-
sor for the detection of antimicrobial substances that interfere with
the membrane-anchored steps of cell wall biosynthesis and provides
an update on the previously published methodology [7]. The bio-
sensor is derived from the liaI promoter (PliaI) of the Gram-
positive model organism Bacillus subtilis, which is strictly con-
trolled by the cell-envelope stress-responsive LiaFSR three-
component system [8, 9]. It was first reported to strongly respond
to the cell wall antibiotics vancomycin and bacitracin [10, 11]. Sub-
sequently, PliaI was thoroughly characterized and developed into a
β-galactosidase-based biosensor (PliaI-lacZ) for the identification
and characterization of lipid-II interfering antibiotics (hence the
name “lia”) [5, 12, 13]. PliaI possesses a very low basal promoter
activity and a highly dynamic response (over 100-fold induction) to
its specific inducers, making it ideally suited for screening purposes
[14]. More recently, a new PliaI-based whole-cell biosensor has
been established by employing the bacterial luciferase system from
P. luminescence [15]. The luxABCDE operon used in the resulting
PliaI-lux biosensor has been optimized for expression in B. subtilis
[16]. In addition to its convenience and high sensitivity, its short
half-life of only 5–10 min allows an almost direct monitoring of not
only the induction but also the shut-off of promoter activities,
thereby providing another advantage over alternative reporter
systems [15].

This chapter provides a detailed protocol of how to apply the
PliaI-lux whole-cell biosensor for a quantitative bioluminescence
detection of antimicrobial compounds interfering with cell wall
biosynthesis. This “spot-on-lawn” assay is based on growing a
lawn of the reporter strain on solid media and applying spots of
potential antibiotic producer strains to this lawn. Production of cell
wall active compounds will then induce the activity of PliaI, result-
ing in a ring-shaped luminescence signal around the producer
colony that can be visualized and quantified using basic chemilumi-
nescence detection equipment. For details on applying this biosen-
sor strain for quantitative antibiotic induction experiments in liquid
cultures, the readers are referred to the previously published proce-
dure [15]. An alternative qualitative assay based on a PliaI-lacZ
reporter is described in the “Notes” section (see Note 1), as well
as a modification of the “spot-on-lawn” technique for situations
where the producer and reporter organisms do not share the same
growth requirements (see Note 2).

2 Materials

Prepare all media and solutions using deionized waster (dH2O). All
reagents can be prepared and stored at room temperature, except
for agar plates (4 °C), or where stated otherwise.



262 Carolin Martina Kobras et al.

All waste containing bacterial cultures should be disposed of
according to local regulations. The reporter strain is a class I genet-
ically modified organism, and all handling and disposal should
follow good microbiological practice procedures.

This chapter describes standard growth conditions and media
for Bacillus subtilis. Depending on special growth conditions that
may be required by bacterial strains to be tested for antibiotic
production, different media and conditions can be used, provided
preliminary tests show that the B. subtilis reporter strain is able to
grow under such conditions.

2.1 Media and

Reagents

1. Lysogeny Broth (LB): 10 g tryptone, 5 g yeast extract, 10 g
sodium chloride. Add dH2O to a volume of 1 l and autoclave.

2. LB agar: add 15 gL-1 of agar (1.5% (w/v)) to LBmedium prior
to autoclaving. Cool down agar to ~50 °C before adding anti-
biotics. Pour ca. 25 mL of agar per plate into 90 mm sterile
petri dishes and let solidify.

3. LB soft agar: add 7.5 gL-1 of agar (0.75%) to LBmedium prior
to autoclaving. For immediate use, split into aliquots after
autoclaving. For this, transfer 4 mL of molten soft agar into
sterile tubes and keep at 50 °C until further use. For later use,
let solidify and store at room temperature until needed.

4. Chloramphenicol stock solution: dissolve 5 mg mL-1 in 70%
ethanol. Store at -20 °C.

2.2 Bacterial Strains 1. Reporter strain: B. subtilisW168 sacA::PliaI-luxABCDE (strain
TMB1858). This strain contains the promoter PliaI fused to the
luxABCDE luciferase reporter operon [15]. PliaI is activated by
lipid II cycle interfering antibiotics, such as bacitracin, nisin,
ramoplanin, and vancomycin [5]. Upon promotor induction, a
chemiluminescence signal is emitted (see Notes 1 and 3).
Growth media should contain 5 μg mL-1 chloramphenicol.

2. Positive control: B. subtilis ATCC 6633. This strain is known as
a producer of the cell envelope-active antibiotic subtilin and
strongly induces the promoter PliaI present in the reporter
strain [12].

3. Negative control: B. subtilis W168. This strain does not pro-
duce any compounds that induce the PliaI-luxABCDE reporter
strain.

4. Strains to be tested for production of cell envelope-active
compounds.

2.3 Special

Equipment

1. For development of this assay, a FUSION-SL™ 16-bit chemi-
luminescence imaging system with the analysis software
FUSION-CAPT™ was used (PEQLAB). Settings described
in the methods section refer to this imaging system and
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software and may vary for other products. Other imaging
systems with comparable sensitivity can be used, but exposure
times may have to be optimized.

2. Chemiluminescence is quantified using the freely available soft-
ware ImageJ (http://imagej.nih.gov/ij/). Further calculations
can be carried out using Microsoft Excel® (Microsoft Corpora-
tion, Redmond, WA, USA) or any other suitable software.

3 Methods

3.1 “Spot-on-Lawn”

Reporter Screen

1. Preparation of overnight cultures. Set up overnight cultures of
the reporter strain and all bacterial strains to be tested, includ-
ing the positive and negative controls. Employ sterile technique
to avoid contamination. Transfer 3 mL of LB medium into a
sterile 20–50 mL test tube or universal. Add antibiotics as
required, for example, chloramphenicol from stock
(5 mg mL-1) to a final concentration of 5 μg mL-1 for the
reporter strain. Inoculate with a single colony of the respective
strain from a fresh agar plate. Grow cultures at 37 °C overnight
(~16 h) with shaking at 180–220 rpm.

2. Preparation of plates. Warm agar plates in an incubator to
20–30 °C for at least 20 min, or leave at room temperature
overnight (see Note 4). Melt soft agar, transfer 4 mL of soft
agar to a sterile screw-cap container and allow it to cool down
to ~50 °C to prevent killing of the cells. Add 120 μL of the
reporter strain overnight culture to the soft agar and mix
carefully. Pour the entire mixture onto an agar plate and swirl
gently. The agar plate should be evenly covered before the soft
agar solidifies (see Fig. 1a). Avoid air bubbles. Dry plate for
~20 min or until all condensation has disappeared in order to
avoid merging of culture drops in step 3.

3. Carefully spot 5 μL drops of the overnight cultures of the
strains to be tested, including the controls, onto the soft agar
(see Note 5; Fig. 1a–c). When drops are dry, incubate at 37 °C
for 1–7 days (see Note 6).

3.2 Luminescence

Detection

1. Adjust settings of the FUSION-CAPT™ software by selecting
“chemiluminescence” and choosing “full resolution” mode.
Open the camera’s iris to maximal aperture.

2. At each time point to be monitored during incubation, place
the agar plate with the spot-on-lawn culture in the imaging
system (see Note 7). Remove the lid of the plate.

3. With epi-white illumination switched on, bring the plate into
focus of the camera using preview mode (see Note 8; Fig. 1d).

http://imagej.nih.gov/ij/
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Fig. 1 Preparation of plates. (a) The agar plate is covered by a layer of soft agar
containing the reporter strain (light gray). Culture drops of potential antimicrobial
peptide producers are spotted carefully onto the thoroughly dried plate. (b, c):
Recommended distribution patterns of culture drops. (d) Epi-white light image of
a plate with spots of potential producer strains growing on the reporter strain
lawn. (e) Luminescence image of the same plate shown in panel D. Production of
cell wall-active compounds (spots) induces the PliaI promotor of the reporter
strain (lawn). Induction results in a ring-shaped luminescence signal of the
reporter strain surrounding the producer colony. (Figure reprinted from [7])

4. Switch off the epi-white light and start the chemiluminescence
exposure (10 min). Do not open the door or switch on light
during exposure.

5. Save the image (see Fig. 1e), place the lid on the plate and
return to the incubator until the next measurement is due.
Repeat steps 1–4, if more than one plate is used for the assay
(see Note 9).

3.3 Luminescence

Quantification

1. After starting the ImageJ software, choose your analysis set-
tings (“Analyze” ! “Set Measurements. . .”). Tick the box
“Min & max gray value.”

2. Open the image of the first time point (“File” ! “Open. . .” or
type O using the keyboard). Identify the precise location of
each colony using the epi-white image of the same plate as a
reference (see Note 10).

3. Click on the measurement tool depicting a straight line
(*straight*, see Fig. 2). Set a line across the ring-shaped lumi-
nescence signal around a colony and select “Measure” (“Ana-
lyze” ! “Measure” or type M using the keyboard; see Fig. 2,
orange line). The measurement result will be automatically
added to the “Results” window.

4. Repeat step 3 until 20 independent lines have been measured
(see Note 11). Ensure these lines are arranged randomly to
measure the different sections of the luminescence circle.
Right click on “Summarize” in order to receive the mean



Biosensors for Cell Wall Antibiotics 265

Fig. 2 Luminescence quantification using ImageJ. For determination of the
luminescence signal LS of the reporter strain around the colonies, linear mea-
surements are taken across the luminescent ring (orange line). The background
luminescence signal LB, caused by autoinduction of the reporter strain [18], is
determined by linear measurements in an area containing no producer colony
(blue line). For determination of the basal image brightness B, linear measure-
ments are taken on areas that are in the image but not on the plate (green line).
The edge of the agar plate is indicated by a dashed white circle, and lumines-
cence around producer colonies is indicated by solid white circles. Measure-
ments are automatically summarized by the software in the “Results” window.
(Figure reprinted from [7])

maximum value LS and the standard deviation ΔLS. Repeat
measurements for all other colonies on the plate. Transfer all
data to Microsoft Excel® or equivalent software for further
calculations.
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5. To determine the brightness of luminescence intrinsically pro-
duced by the reporter strain, follow the same procedure as in
step 4 to set 20 straight lines onto an area of the agar plate
image where no colonies are located. These measurements will
yield the mean maximum value LB and the standard deviation
ΔLB needed to correct the signal determined for the producer
colonies (see Note 12; Fig. 2, blue line).

6. Similarly, determine the mean maximum value and the stan-
dard deviation of the basal brightness B of the image by analyz-
ing areas that are still in the image but not on the plate (see
Fig. 2, green line).

7. To calculate the luminescence signal S over the basal brightness
B of the image, subtract the mean maximum value of the basal
brightness B of the image from the meanmaximum value of the
measured luminescence LS or the plate background LB.

S =L-B

8. The error propagation of several error-prone values is deter-
mined according to the following formula, simplified for two
error-prone values in a subtraction.

ΔS =ΔL ΔB
S: Signal over basal brightness.

L: Mean maximum value of luminescence (LS or LB).

B: Mean of basal brightness.

Δ: Standard deviation of each parameter.

ΔS: Uncertainty of S

9. Analysis of the same plate and colonies at multiple time points
allows quantification of the signal over time and thus displays
the time course of production of cell wall-active compounds
(see Fig. 3).

4 Notes

1. Should no sufficiently sensitive equipment for luminescence
detection be available, the assays can be performed in a qualita-
tive manner using a reporter strain carrying a PliaI-lacZ con-
struct [5]. In this case, both the base agar and soft agar overlay
should be supplemented with 100 μg mL-1 X-Gal, added after
autoclaving from a stock solution of 50 mg mL-1 X-Gal dis-
solved in dimethylformamide. Induction of the reporter will
result in the formation of a blue ring surrounding the producer
colony. In theory, the intensity of the blue coloration can be
quantified with an image analysis software such as ImageJ.
However, in contrast to luminescence, which is a transient
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Fig. 3 Time-resolved quantification of antibiotic production. (a) Legend detailing the distribution of spots and
identity of tested strains for the plates shown in panel B. Colors match those used in panel C. (b) Chemilumi-
nescence images of a time course of antimicrobial production for example candidate strains 1–4, as well as
positive and negative control strains. Spots of the producer strains are grown on a B. subtilis PliaI-luxABCDE
reporter lawn. (c) Quantified luminescence of potential producer strains 1–4, the controls and the autolumi-
nescence of the reporter strain (“Background”) caused by stationary phase induction of the reporter strain
[18]. Note that tested strains 1 and 2 produce similar levels of luminescence as the positive control strain (i.e.,
production of a cell wall active compound), while strains 3 and 4 fail to produce a signal above the negative
control or reporter strain background level of luminescence (i.e., no production of a cell wall active
compound). (Figure reprinted from [7])

emission of photons and where the reporter protein has a very
short half-life [15], the β-galactosidase produced by induction
of the lacZ-reporter is stable, and the blue product of X-Gal
cleavage will accumulate over time. It is therefore not possible
to perform time resolved analyses as described for the luciferase
reporter in Fig. 3.

2. Should the growth rates between the reporter and putative
producer strains be too dissimilar to allow simultaneous
growth of both, or in case the two strains cannot grow on the
same media, a qualitative deferred assay can be carried out by
adapting an existing protocol normally used to test growth
inhibition by deferred antagonism [17]. This deferred test
can also be used if there is a desire to let potential antimicrobials
made by the producer accumulate over a longer time period.
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For this test, the base layer should be composed of the
preferential medium for the producer strain, and the soft agar
should be made as described above. If a medium is known that
supports growth of both organisms, this medium can be used
for the base and soft agar layers. If using the lacZ-reporter, both
the base and soft agar should be supplemented with
100 μg mL-1 X-Gal as described in Note 1.

After preparing the base agar, 5 μL of the producer strain
should be spotted into the center of the plate and incubated at
the strain’s optimal growth temperature until visible growth
appears. If desired, the plate can then be placed at room tem-
perature (20–25 °C) for an additional 3–5 days to allow accu-
mulation of antimicrobial products, before addition of the
overlay with the reporter.

After inoculating the soft agar with the reporter strain, this
should be poured onto the plate with the grown producer
strain, as described for the standard procedure above, and left
to dry. Once dry, the plate should be incubated at room tem-
perature overnight to prevent overgrowth of the producer. If
the reporter has not grown sufficiently after 12 h, further
incubation can occur at 37 °C for 2–4 h. Quantification of
luciferase activity can then be carried out as described above.
If the lacZ-reporter was used, the readout can be assessed as
explained in Note 1.

3. The PliaI-reporter will respond to cell envelope stress and is
therefore a nonspecific reporter for production of substances
that interfere with cell envelope integrity, including but not
restricted to lipid II cycle interfering antibiotics. If a more
specific screen is desired, two alternative reporters can be
used. The target promoter of the BceRS-BceAB resistance
system of B. subtilis, PbceA, is known to respond to bacitracin,
the lantibiotics mersacidin, and actagardine and the fungal
defensin plectasin [12]. The target promoter of the paralogues
PsdRS-PsdAB system, PpsdA, responds to a broad range of cell
wall active antimicrobial peptides, such as nisin, subtilin, acta-
gardine, gallidermin, and enduracidin [12]. It is assumed that
these lists of inducing substances are not exhaustive and new
substrates may be identified from further screens. Fusions of
these promoters to the luxABCDE reporter may be used,
following the same procedures as described here, instead of
the PliaI reporter to provide some further information on the
nature of the substance produced by the strains under
investigation.

4. If the agar plate is too cold, the soft agar will solidify before it is
evenly spread onto the plate.

5. Culture spots should be distributed equally over the plate (see
Fig. 1b), as their location on the plate and their proximity to
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each other could affect the luminescence signal. For an initial
screening of producer strains, a higher number of cultures can
be tested on a single plate (see Fig. 1c). To avoid bacterial
aerosols and splashes, gently push the drop halfway out of the
pipette tip before placing the drop carefully on the soft agar.

6. Plates may dry out when using a small incubator or longer
incubation times. Therefore, it is helpful to wrap the plates
in foil.

7. Time points depend on the growth rate of the tested strains and
the desired time-lapse resolution of antibiotic production and
therefore may vary from 2-h intervals to daily measurements
over 1–7 days. An initial screening helps to choose the optimal
time points and overall duration of experiments.

8. Saving an image of the plate with the light switched on will help
to remember the orientation of the plate in case of no or only
low luminescence.

9. It might be necessary to enhance the brightness of the image to
be able to see the luminescence on screen.

10. Do not adjust the image brightness before or during the analy-
sis. This is essential to allow comparison of the signal strength
between the time points.

11. The lines should be distributed around the luminescent ring, as
the luminescence signal can be uneven around a colony. The
precise length of the measurement lines is not of importance,
because only the maximum value will be used for further
analysis. Information of angle and length is displayed in the
status bar or can be checked in the “Results” table.

12. The PliaI promoter was found to be autoinduced during tran-
sition of B. subtilis to stationary phase [18], which results in a
transiently increased luciferase activity of the reporter strain in
this assay. It is necessary to consider the effect of autoinduction
to avoid false-positive signals during luminescence quantifica-
tion. Determination of the background luminescence signal,
LB, allows appropriate correction of the actual reporter signal,
LS, obtained for producers of cell wall-active compounds.
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Chapter 14

Determination of Bacterial Membrane Impairment by
Antimicrobial Agents

Miriam Fuerst-Wilmes and Hans-Georg Sahl

Abstract

The bacterial cytoplasmic membrane separates the cell from its environment and acts as a selective
permeability barrier. In addition, it functions in energy conservation, transport, signaling, and biosynthesis
processes. Antimicrobial agents disrupting these functions may lead to pleiotropic effects, including leakage
of low molecular weight compounds such as ions, amino acids, and ATP and subsequent membrane
depolarization. This updated chapter describes two techniques to assess antibiotic-induced membrane
impairment in vivo.

Key words Membrane permeabilization, Membrane potential, Depolarization, Tetraphenyl
phosphonium bromide, Potassium efflux

1 Introduction

Many antimicrobial peptides (AMPs) display their activity by
impairing the membrane barrier function via pore formation or
unspecific membrane permeabilization. For example, the lantibio-
tic nisin uses lipid-linked cell envelope precursors such as lipid II as
docking molecule to form pores in the membrane of susceptible
strains [1, 2]. Pore formation results in rapid efflux of small mole-
cules from the cells and subsequently dissipation of the membrane
potential [3].

In case of the lantibiotic Pep5 and mammalian θ-defensins, the
degree of membrane impairment strongly depends on the level of
the membrane potential across the bacterial membrane [4, 5].

In this chapter, which is an update of [6], we describe two
methods for measuring the impact of antimicrobial substances on
the bacterial membrane integrity in vivo: (1) determination of the
bacterial membrane potential (Δψ) using [3H]tetraphenylpho-
sphonium bromide and (2) potassium release from whole cells by
means of a potassium-sensitive electrode.
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Lipophilic cations such as tetraphenylphosphonium bromide
(TPP+) can easily pass through phospholipid bilayers in response to
a trans-negative membrane potential (Δψ) and were first used to
investigate the mitochondrial oxidative phosphorylation [7–
9]. Since then, these molecules have also been exploited to measure
the membrane potential in bacteria [10, 11] and the influence of
antimicrobials such as bacteriocins on Δψ [4, 12, 13]. For this,
growing bacteria are incubated with radiolabeled TPP+, and the
distribution of the cation inside and outside the cells is determined.
The intracellular TPP+ concentration is calculated by the use of the
internal cell volume (Vi) and by taking into account unspecific
membrane binding. Intra- and extracellular TPP+ concentrations
are then inserted into the Nernst equation for Δψ determination.
To evaluate the effect of an antimicrobial agent on the membrane
potential, the protonophore CCCP (carbonyl cyanide
m-chlorophenylhydrazone) can be used as a positive control.
CCCP uncouples the proton gradient across the cytoplasmic mem-
brane leading to fast membrane depolarization and rapid TPP+

release from cells.
Alternatively, ion-selective electrodes can be used to evaluate

the membrane impairment by antimicrobials. Potassium is the
major intracellular cation in bacteria, for example, with a concen-
tration of 180–200 mM in Escherichia coli [14] and up to 1 M in
Staphylococcus aureus [15]. Hence, efflux of K+ from bacterial cells
in the presence of an antibiotic indicates a membranolytic effect.
Extracellular K+ concentrations can be calculated from the
measured voltage according to Orlov et al. [16] and expressed
relative to the total amount of potassium present in the cells. This
method has the advantage that it is simple and broadly applicable.
Moreover, it does not rely on radiolabeled substances, and the
measurement can be performed in real time.

2 Material

Sterilize the culture media and buffer before use. Use sterile glass-
ware and pipette tips.

2.1 Determination of

Bacterial Membrane

Potential Using [3H]

tetraphenyl

phosphonium Bromide

(TPP+)

1. Test strain, for example, Staphylococcus simulans 22 or S. aureus
(see Note 1).

2. Mueller Hinton (MH) broth: 300 g beef infusion, 17.5 g
casein hydrolysate, 1.5 g starch, pH 7.3 (see Note 2).

3. Antibiotic or antimicrobial peptide of interest.

2.1.1 Growth Medium,

Bacterial Strains, and

Antimicrobial Substances

4. 10 mM Carbonyl cyanide 3-chlorophenylhydrazone (CCCP)
stock solution in ethanol, store at -20 °C.
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2.1.2 Bacterial

Membrane Potential

Determination

1. [3H]tetraphenylphosphonium bromide (TPP+).

2. Cellulose acetate filters with a pore size of 0.2 μm.

3. 50 mM potassium phosphate buffer, pH 7: mix 50 mM
K2HPO4 (dibasic solution) and 50 mM KH2PO4 (monobasic
component) until the desired pH is reached.

4. n-Butanol.

5. Glass vacuum filtration apparatus.

6. Spectrophotometer at 600 nm.

7. Shaking water bath.

8. Scintillation fluid.

9. Liquid scintillation counter.

2.1.3 Protein

Determination of Whole

Cells

1. Bacterial protein extraction reagent (B-PER™).

2. BCA Protein Assay Kit.

3. Benchtop centrifuge.

2.2 Measurement of

Potassium Release

from Whole Cells

1. Test strain, for example, Staphylococcus simulans 22 or Lacto-
coccus lactis.

2. Tryptic soy broth (TSB): 17 g pancreatic digest of casein, 3 g
pancreatic digest of soy bean, 5 g NaCl, 2.5 g K2HPO4, 2.5 g
glucose, pH 7.3.

2.2.1 Growth Medium,

Bacterial Strains, and

Antimicrobial Substances 3. Antibiotic or antimicrobial peptide of interest.

4. Membrane-active antimicrobial as positive control, for exam-
ple, nisin.

2.2.2 Potassium Efflux

Measurement

1. Potassium electrode (stored in 0.1 M KCl) (MI-442, Micro-
electrodes Inc., Bedford, USA).

2. Reference electrode (filled with 3 M KCl saturated with AgCl)
(MI-409F, Microelectrodes Inc, Bedford, USA).

3. Microprocessor pH meter (HANNA® Instruments; Kehl am
Rhein, Germany).

4. Choline buffer: 300 mM choline chloride, 30 mM 2-(N-mor-
pholino)ethanesulfonic acid, 20 mM Tris base, pH 6.5.

5. Potassium standard solutions: 0.01, 0.1, and 1 mM KCl dis-
solved in choline buffer.

6. Centrifuge.

7. Magnetic stirrer.

8. 0.7% octylglucoside.
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3 Method

1. Inoculate a culture of your test strain in MH broth—using a 2%
inoculum (v/v) from an overnight culture–and grow it to an
optical density at 600 nm (OD600) of 0.5–0.6 in a water bath
with constant shaking.

2. To monitor the membrane potential, add 1 μCi/mL of [3H]
TPP+ to the culture and incubate it for 30 s (see Note 2).

3.1.1 Measurement of

TPP+ Uptake and

Distribution

3. Transfer two samples of 100 μL directly to liquid scintillation
vials for determining the total amount of radioactivity.

4. Filter a 100 μL sample through a cellulose acetate filter and
wash the filter twice with 5 mL potassium phosphate buffer (see
Note 3). Transfer the filter to a liquid scintillation vial and let
it dry.

5. Split the culture into three aliquots. Treat one aliquot (i) with
n-butanol for measuring the unspecific binding of [3H]TPP+

to the cells, treat the second aliquot (ii) with the antibiotic of
interest, and run the third aliquot (iii) as a control (Fig. 1).

6. For aliquot (i), add n-butanol to the cells (10% final concentra-
tion) and mix it well by repeatedly sucking the sample into a
1 mL pipette. Take four 100 μL samples and filter them as
described above (see step 4).

7. For aliquot (ii), add the antimicrobial of interest at a given
concentration (e.g., at 5× or 10× MIC, minimal inhibitory
concentration) and immediately take 100 μL of the culture
and filter it as described above (see Note 4). Take further
samples at certain time points, for example, 1, 2, 4, 5, 10, 15,
and 20 min after antibiotic addition (seeNote 5). Additionally,
measure the OD600 of the culture periodically (Fig. 1).

8. For aliquot (iii), filter 100 μL samples as described above (see
step 4) and measure the OD600, for example, at time points
3, 8, 13, 18, and 23 min (Fig. 1).

Optional: At the end of the experiment, add 10 μMCCCP
as a positive control to aliquot (iii), take 100 μL samples at
certain time points (e.g., 1, 2, and 5 min after addition of
CCCP) and filter them as described above (see step 4). Δψ is
dissipated by CCCP, and the intracellular TPP+ concentration
will decrease rapidly.

9. Add 5 mL scintillation fluid into all liquid scintillation vials.

10. Measure the radioactivity in the samples with a liquid scintilla-
tion counter for 5 min per filter.
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Fig. 1 Experimental scheme. [3H]TPP+ is added to an exponentially growing culture. After taking two samples
for determining the total radioactivity, the culture is split into three aliquots. The first aliquot is treated with
butanol to measure the unspecific binding of TPP+ to the cells, the second aliquot is treated with the antibiotic
of interest and the third aliquot is run as a control. At given time points, 100 μL samples are filtered, and the
OD600 is measured. CCCP can be used as a positive control. (Figure reprinted from [6])

3.1.2 Protein

Determination of Whole

Cells

1. Grow a culture of your test strain to an OD600 of 1.

2. Centrifuge 2× 1 mL of the culture (9200 g, 5 min).

3. Wash the pellets with potassium phosphate buffer and centri-
fuge again.

4. Resuspend each pellet in 100 μL B-PER™ and incubate it for
10–15 min at room temperature. Optional: Freeze the cells
before extraction to enhance cell lysis.

5. Determine the total protein concentration in the lysate by
using the BCA Protein Assay.
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3.1.3 Calculation of

Bacterial Membrane

Potential

1. Calculate the internal and external [3H]TPP+ concentration for
each time point using the formulas described below.

2. Correct the counts for unspecific binding of [3H]TPP+ by
subtracting the radioactivity of the butanol-treated aliquots.

3. Calculate Vi (μL/mL cells) by taking into account the deter-
mined protein concentration (see Subheading 3.1.2) and the
measured OD600 values (see Subheading 3.1.1). For example,
for S. simulans 22, the inner volume was found to be 3.4 μL/
mg cell protein [4]. Thus, Vi is 0.2 μL/mL when the deter-
mined protein concentration is 0.1 mg/mL and the measured
OD600 is 0.6.

TPPþ
in =

cpmsample- cpmBuOH

� �
× MTPPþx 1000

cmptotal - cpmBuOH

� �
×Vi

μM½ �

cpmtotal - cpmBuOH

� �
- cpmsample - cpmBuOH

�h
× MTPPþ

cmptotal - cpmBuOH

� � μM½
+TPPþ

in: intracellular TPP concentration.

TPPþ
out: extracellular TPP

+ concentration.

cmpBuOH: counts per minute in the butanol control (aliquot i;
mean value).

cpmsample: counts per minute in the filtered sample (aliquot ii or
aliquot iii).

cpmtotal: counts per minute in the unfiltered sample (mean
value).

MTPP+: molarity of TPP+ (μM).

Vi: internal volume of 1 mL cells (μL/mL)

4. Insert the calculated values for the intra- and extracellular TTP+

concentration into the Nernst equation to determine Δψ.

Δψ =
-2:3 ×R ×T

F
× log

TPPþ
in

TPPþ
out

mV½ �
R: universal gas constant (8.314 J

mol ×K).

T: absolute temperature (K).

F: Faraday constant (96,485 C
mol)

5. Plot the values of the calculated membrane potential
(mV) against time (min).

Two examples of a typical experiment are shown in Fig. 2.
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Fig. 2 Representative examples of a membrane potential measurement in the presence of an AMP. (a)
Membrane potential of S. aureus SG511-Berlin in half-concentrated MH broth. The human host defense
peptide LL-37 was added at 5× MIC. Immediately, a rapid decrease of the membrane potential was detected.
In contrast, no significant changes of the membrane potential were observed in the untreated control cells. (b)
Membrane potential of S. aureus SA113 in half-concentrated MH broth supplemented with 10 mM glucose.
Bacteria were exposed to 10× MIC of the lantibiotic Pep5. CCCP (10 μM) was used as positive control. Both
compounds induced some depolarization of the bacterial membrane. (Figure reprinted from [6])

3.2 Measurement of

Potassium Release

from Whole Cells

1. Inoculate a 50 mL culture of your test strain in TSB—using a
2% inoculum (v/v) from an overnight culture—and grow it to
an OD600 of 1–1.5 (see Note 6).

3.2.1 Measurement of

Potassium Efflux

2. Harvest the bacteria by centrifugation (2300 g, 3 min, 4 °C).
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3. Wash the cells with 25 mL prechilled choline buffer and centri-
fuge again (see step 2).

4. Resuspend the cells in choline buffer to a final OD600 of 30 and
keep them on ice until further use (see Note 7). For each
measurement, dilute 200 μL cells in 1.8 mL choline buffer
(final OD600 of 3) and gently agitate the culture by using a
magnetic stirrer.

5. Calibrate the electrodes (see Note 8) with the potassium stan-
dard solutions starting with the lowest concentration. Measure
5–10 values for each concentration.

6. Rinse both electrodes with distilled water and place them into
the stirring culture. Monitor the potassium release for 5 min at
room temperature. Collect voltage data every 10 s. Start with
the untreated control to determine the K+ concentration in the
buffer (Kþ

initial).

7. Start another measurement (as described in step 6) and induce
complete potassium release Kþ

total

�
) by treatment with a highly

membrane-active antibiotic, for example, 1 μM nisin (see Note
9).

8. Measure the membranolytic effect of your antibiotic of interest,
for example, by adding it at 5× or 10×MIC to the cells (see step
6).

9. At the end of the experiment, wash the electrodes with distilled
water and a detergent (e.g., 0.7% octylglucoside).

3.2.2 Calculation of

Released Potassium

Concentration

1. Generate a linear standard curve of the calibration data (mean
value for each concentration) to determine the slope “m” and
the y-intercept “z” of the following formula, which relates the
measured electrode voltage (Vmeas) to the extracellular K+ con-
centration (Fig. 3a).

V meas =m log 10 K
þ½ � þ z

2. Calculate the initial K+ concentration (Kþ
initial ) in the buffer

(from your data of the untreated control) and the total K+

concentration Kþ
total

�
), for example, after nisin treatment,

from the measured voltages.

Kþ =10
Vmeas- z

m

3. Finally, convert the obtained data (Kþ
sampleÞ to percent potas-

sium release and plot the % potassium release against time (s).

%release=
Kþ

sample-Kþ
initial

Kþ
total-Kþ

initial

× 100

An example of a typical experiment is shown in Fig. 3b.
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Fig. 3Measurement of antibiotic-induced potassium efflux. (a) Example of a typical electrode calibration curve
(m = 20.175, z = -129.1). (b) Effect of the antimicrobial peptide P19/5(b) on K+ release of S. simulans 22.
Ion leakage was expressed relative to the amount of potassium released after addition of 1 μM of the pore-
forming lantibotic nisin (100% efflux). The arrow indicates the moment of peptide addition. (Figure reprinted
from [6])

4 Notes

1. The membrane potential measurement using TPP+ was estab-
lished for some Gram-positive bacteria such as Lactococcus lactis
[17], Bacillus subtilis [18], and S. simulans [4] but may also
work with other species. However, determination of the mem-
brane potential requires estimates of the inner aqueous volume
of the cells (see Subheading 3.1.3), which has to be defined for
the particular strain. Additionally, in Gram-negative bacteria
the permeability to TPP+ is greatly reduced due to the presence
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of the outer membrane. Thus, cells have to be pretreated with
EDTA [10, 13, 19], or lipophilic cation-permeable mutants
have to be used as test strain [20].

2. Since Δψ and ΔpH are two independent components of the
proton motive force (Δp = Δψ -59ΔpH), it is recommended
to perform the measurement at neutral pH to keep the pH
difference between the cytoplasm and the exterior of the cells
low. Δψ may be transiently increased by addition of a suitable
carbon source, for example, 10 mM glucose. This is relevant
when membrane action of a compound is dependent on a
certain magnitude of Δψ as it has been described for AMPs
such as Pep5 [4] and θ-defensins [5].

3. It is recommended to add the sample and 5 mL potassium
phosphate buffer simultaneously into the filtration apparatus.
After the buffer/sample is flown through the filter, wash it
again with 5 mL potassium phosphate buffer.

4. Optional: Take another 100 μL sample before addition of the
antibiotic.

5. The membrane potential decreases rapidly in presence of a
membrane-active compound (Fig. 2). Thus, it is recommended
to take several samples in the first 5 min after antibiotic
addition.

6. A 50 mL culture will be sufficient for measuring six to eight
samples in one experiment.

7. The bacteria dissolved in choline buffer may start lysing after a
while. It is recommended to perform the experiment within
30–60 min. In addition, it may be necessary to energize the
cells by addition of a suitable carbon source, for example,
10 mM glucose.

8. It is recommended to store both electrodes in choline buffer
for at least 1 h before starting the experiment.

9. Alternatively, the bacteria can be disrupted by prolonged soni-
cation to determine the total K+ concentration [16].
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Chapter 15

A Colorimetric Assay to Identify and Characterize Bacterial
Primase Inhibitors

Allan H. Pang and Oleg V. Tsodikov

Abstract

Bacterial DNA primase DnaG is an attractive target for antibiotic discovery since it plays an essential role in
DNA replication. Over the last 10 years, we have developed and optimized a robust colorimetric assay that
enabled us to identify and validate inhibitors of bacterial primases. Here, we provide a detailed protocol for
this colorimetric assay for DnaG from three different pathogenic bacteria (Mycobacterium tuberculosis,
Bacillus anthracis, and Staphylococcus aureus), which can be performed in high throughput. We also
describe secondary assays to characterize hits from this high-throughput screening assay. These assays are
designed to identify inhibitors of the coupled enzyme inorganic pyrophosphatase, DNA binding agents,
and elucidate the mode of inhibition of primase inhibitors.

Key words Drug discovery, High-throughput assay, DNA replication, Inorganic pyrophosphatase,
DNA intercalation, Mode of inhibition

1 Introduction

Bacterial DNA primase, also known as DnaG, plays an essential role
in DNA replication. Targeting DNA replication by small molecule
inhibitors has been a classical approach in cancer and antibacterial
therapies, with cisplatin and fluoroquinolones as prominent respec-
tive examples. Methods to discover inhibitors of DNA replication
enzymes have evolved over time, with recent efforts focusing on the
target-based approaches [1], which would minimize toxic
off-target effects. Due to structurally distinct features of bacterial
primase as compared to its eukaryotic counterpart, DnaG is an
attractive target for discovery of its inhibitors and their develop-
ment as novel antibacterial agents [2, 3]. Traditionally, functional
studies of primases are carried out by monitoring radioactively
labeled primer products on denaturing gels or by high-performance
liquid chromatography. Although these techniques are quantita-
tive, they have safety limitations, and they cannot be readily
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employed in a high-throughput fashion. To circumvent these issues
in development of a facile technique that could be used in high
throughput in an academic setting, we devised and optimized a
nonradioactive primase activity assay (Fig. 1) that is both quantita-
tive and amenable to high-throughput applications, such as DnaG
inhibitor discovery by chemical library screening [4]. DnaG binds
single-stranded DNA (ssDNA) template and catalyzes formation of
short RNA primers. A transfer of a nucleoside monophosphate
from the respective triphosphate substrate into the elongated
RNA primer releases inorganic pyrophosphate (PPi). In our assay,
this reaction is coupled to a hydrolytic cleavage of PPi by an inor-
ganic pyrophosphatase (PPiase), to yield two phosphate (Pi) mole-
cules. This final Pi product is then detected by the malachite green
reagent, a cheap and widely used colorimetric method that changes
color from golden yellow to green in the presence of Pi, but not
PPi. This color change is monitored by measuring absorbance at
620 nm. Over the past decade, we successfully optimized and
employed this coupled biochemical assay in high throughput to
identify inhibitors of bacterial primases. This assay was initially
developed for DnaG from Mycobacterium tuberculosis (Mt)
[4]. This colorimetric assay, as applicable to Mt DnaG, was
described in a prior edition of this book [1]. In this chapter, we
expanded this protocol to include two other pathogenic microor-
ganisms: Bacillus anthracis (Ba) [5] and Staphylococcus aureus (Sa)
[6]. We also described several secondary biochemical assays to
characterize the mechanism of action of the inhibitors. This
includes the assay to identify PPiase inhibitors to sort them out
from DnaG inhibitors and a DNA intercalation assay, to determine
which compounds inhibit DnaG by binding DNA. Because multi-
ple homologs of DnaG and PPiase were described, the assays also
would allow one to test inhibitor selectivity by testing the inhibitors
of DnaG for their activity against Mt, Sa, and Ba primases and
inhibitors of PPiase for their activity againstMt, Sa, and Escherichia
coli (Ec) PPiases. A flow chart for the high-throughput assay and
the follow-up assays described here is shown in Fig. 2.
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Fig. 1 A schematic of the coupled DnaG-PPiase colorimetric assay. Inhibitors of
either DnaG reaction, or the PPiase can be detected at appropriately chosen
conditions
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Fig. 2 The experimental workflow for identification and characterization of inhibitors of DnaG and PPiase

2 Materials

All solvents and buffers are prepared using only ultrapure double-
distilled water.

2.1 Materials for

Production and

Purification of

Enzymes

1. Plasmids. pET19b-MtDnaG, pET19b-BaDnaG, pET28a-
SaDnaG, pJexpress411-MtPPiase, pET22b-SaPPiase, and
pET19b-EcPPiase (see Note 1).

2. Escherichia coli BL21(DE3) chemically competent cells.

3. Lysogeny broth (LB) and LB agar. Prepare as specified by
manufacturer and autoclave before use.

4. Antibiotic stocks. Stocks of antibiotics are stored in small ali-
quots (~1 mL) at 20 °C.

(a) 100 mg/mL ampicillin stock. Dissolve 1 g of ampicillin in
10 mL of water.

(b) 50 mg/mL kanamycin stock. Dissolve 0.5 g of kanamycin
in 10 mL of water.

5. 1 M IPTG. Dissolve 2.4 g of IPTG in 10 mL of water. Aliquot
in small volume (~1 mL) and store at -20 °C.

2.2 Equipment 1. An orbital shaker with temperature control capability (37 °C
and 18 °C).

2. A Sorvall RC-6 Plus high-speed centrifuge (or a comparable
centrifuge).

3. A sonicator, a French press or a cell homogenizer for cell
disruption.

4. 5 mL HiTrap IMAC FF columns.

5. An S-200 size exclusion column.

6. A fast protein liquid chromatography (FPLC) machine.
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7. Amicon Ultra-15 centrifugal filters (10,000 Da Mw cutoff).

8. A gel electrophoresis system (SDS-PAGE).

9. 96- or 384-well flat bottom polystyrene plates with a nonbind-
ing surface suitable for absorbance measurements.

10. A Biomek automated workstation or a similar liquid-handling
instrument.

11. A PHERAstar plate reader, SpectraMax M5 plate reader, or a
similar instrument.

12. A multichannel pipette capable of dispensing 1–20 μL.
13. A vibrating platform shaker for shaking microtiter plates.

2.3 Chemicals,

Protease, and Buffer

for Purification of

Enzymes

1. 1 M Tris-HCl, pH 8.0. Dissolve 121.1 g of Tris base (Trizma)
in 800 mL of water. Slowly and carefully add concentrated HCl
to adjust the pH to 8.0 while stirring at room temperature. Add
water to the final volume of 1 L.

2. TEA Buffer: 200 mM triethanolamine (TEA), pH 7.8. Dis-
solve 29.8 g of TEA in 800 mL of water. Adjust pH to 7.8 by
adding HCl. Add water to the final volume of 1 L.

3. 4 M NaCl. Dissolve 234 g of NaCl in 1 L water.

4. 2 M imidazole. Dissolve 136.2 g of imidazole in water to a final
volume of 1 L.

5. 100 mM ATPMg2+ salt. Dissolve 0.51 g of ATP Mg2+ salt to a
final volume of 10 mL. Split the solution into 1 mL aliquots
and store at -20 °C.

6. 1 M MnCl2. Dissolve 9.9 g of MnCl2 tetrahydrate in 50 mL
water. Store at -20 °C.

7. 0.5 M EDTA solution. Dissolve 18.6 g of EDTA in 80 mL of
water. Adjust the pH to 8.0 by adding NaOH. Add water to
the final volume of 100 mL.

8. 100 mM phenylmethylsulfonyl fluoride (PMSF) in ethanol.
Dissolve 174 mg of PMSF in 10 mL of ethanol. Mix and
store well sealed at -20 °C.

9. β-mercaptoethanol. This chemical is purchased as a solution, at
a concentration of 14.3 M. This chemical is not stable in
buffers for a long period of time, and, when required,
β-mercaptoethanol is added immediately prior to use.

10. PreScission protease. GST-tagged 3C PreScission protease can
be purchased from VWR.

11. Buffers for MtDnaG and BaDnaG.

(a) Basic Buffer: 40 mM Tris-HCl pH 8.0, 600 mM NaCl,
10% glycerol, 2 mMMgCl2. Mix 40 mL of 1 M Tris-HCl
pH 8.0, 150 mL of 4 M NaCl, 100 mL of glycerol, and
2 mL of 1 M MgCl2. Add water to make up to 1 L final
volume. Degas the solution and store it at 4 °C.



Assays to Identify Primase Inhibitors 287

(b) Lysis Buffer: 40 mM Tris-HCl pH 8.0, 600 mM NaCl,
10% glycerol, 2 mM MgCl2, 1 mM PMSF, 0.5 mM ATP
(Mg2+ salt), 2 mM β-mercaptoethanol, protease inhibitor
(see Note 1). In 100 mL of chilled Basic Buffer, add
500 μL of 100 mM ATP, 1 mL of 100 mM PMSF,
14 μL of β-mercaptoethanol, and two tablets of complete
ethylenediaminetetraacetic acid (EDTA)-free protease
inhibitor cocktail (Roche Applied Science).

(c) Wash Buffer: 40 mM Tris-HCl pH 8.0, 600 mM NaCl,
10% glycerol, 2 mM MgCl2, 0.5 mM ATP, 2 mM
β-mercaptoethanol, and 50 mM imidazole. Add 2.5 mL
of 2 M imidazole to 97.5 mL of lysis buffer (without
PMSF and protease inhibitors).

(d) Elution Buffer: 40 mM Tris-HCl pH 8.0, 600 mMNaCl,
10% glycerol, 2 mM MgCl2, 0.5 mM ATP, 2 mM
β-mercaptoethanol, and 500 mM imidazole. Add
12.5 mL of 2 M imidazole to 37.5 mL of lysis buffer
(without PMSF and protease inhibitor).

(e) Size-exclusion column (SEC) Buffer: 40 mM Tris-HCl
pH 8.0, 600 mM NaCl, 10% glycerol, 2 mM MgCl2,
0.25 mM ATP, and 2 mM β-mercaptoethanol. To 1 L of
Basic Buffer, add 140 μL of β-mercaptoethanol and
2.5 mL of 100 mM ATP.

12. Buffers for SaDnaG.

(a) Lysis Buffer: 40 mM Tris pH 8.0, 400 mM NaCl, 10%
glycerol, and 2 mM β-mercaptoethanol. Combine 40 mL
of 1 M Tris-HCl pH 8.0, 100 mL of 4 M NaCl, and
100 mL of glycerol and add water to a 1 L final volume.
Add 140 μL of β-mercaptoethanol prior to use.

(b) Wash Buffer 1: 40 mM Tris pH 8.0, 400 mM NaCl, 10%
glycerol, 2 mM β-mercaptoethanol, and 10 mM imidaz-
ole. Add 300 μL of 2 M imidazole to 59.7 mL of lysis
buffer.

(c) Wash Buffer 2: 40 mM Tris pH 8.0, 400 mM NaCl, 10%
glycerol, 2 mM β-mercaptoethanol, and 20 mM imidaz-
ole. Add 200 μL of 2 M imidazole to 19.8 mL of lysis
buffer.

(d) Wash Buffer 3: 40 mM Tris pH 8.0, 400 mM NaCl, 10%
glycerol, 2 mM β-mercaptoethanol, and 50 mM imidaz-
ole. Add 500 μL of 2 M imidazole to 19.5 mL of lysis
buffer.

(e) Elution Buffer: 40 mM Tris pH 8.0, 400 mM NaCl, 10%
glycerol, 2 mM β-mercaptoethanol, and 250 mM imidaz-
ole. Add 2.5 mL of 2 M imidazole to 17.5 mL of lysis
buffer.
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(f) SEC Buffer: 40 mM Tris pH 8.0, 200 mM NaCl, and
2 mM β-mercaptoethanol. Mix 40 mL of 1 M Tris-HCl
pH 8.0 and 50 mL of 4 M NaCl, then add water to a 1 L
final volume. Degas the solution, add 140 μL
β-mercaptoethanol prior to use.

13. Buffers for MtPPiase.

(a) Lysis Buffer: 20 mM triethanolamine (TEA) pH 7.8. For
a 100mL, dilute 10mL of 200mMTEA buffer by adding
90 mL of water.

(b) Wash Buffer: 20 mM TEA buffer, 300 mM NaCl, and
50 mM imidazole. Combine 30 mL of 200 mM TEA
buffer, 22.5 mL of 4 MNaCl, and 7.5 mL of 2 M imidaz-
ole. Mix and add water to the final volume of 300 mL.

(c) Elution Buffer: 20 mM TEA pH 7.8, 300 mM NaCl, and
500 mM imidazole. Combine 10 mL of 200 mM TEA
buffer, 7.5 mL of 4 M NaCl, and 2.5 mL of 2 M imidaz-
ole. Mix and add water to the final volume of 100 mL.

(d) SEC Buffer: 40 mM Tris-HCl pH 8.0, 100 mM NaCl.
Add water to 40 mL of 1 M Tris-HCl pH 8.0 and 25 mL
of 4 M NaCl to the final volume of 1 L. Degas this buffer
and store it at 4 °C.

14. Buffers for SaPPiase.

(a) Lysis Buffer: 40 mM Tris-HCl pH 8.0, 300 mM NaCl,
and 2 mM β-mercaptoethanol. Mix 40 mL of 1 M Tris-
HCl pH 8.0 and 75 mL of 4 M NaCl, and add water to
1 L final volume. Add 140 μL of β-mercaptoethanol prior
to use.

(b) Wash Buffer: 40 mM Tris-HCl pH 8.0, 300 mM NaCl,
50 mM imidazole, and 2 mM β-mercaptoethanol. Add
2.5 mL of 2 M imidazole to 97.5 mL of Lysis Buffer.

(c) Elution Buffer: 40 mM Tris-HCl pH 8.0, 300 mMNaCl,
500 mM imidazole, 2 mM MnCl2, and 2 mM
β-mercaptoethanol. Add 5 mL of 2 M imidazole and
40 μL of 1 M MnCl2 to 14.96 mL Lysis Buffer.

(d) SEC Buffer: 40 mM Tris-HCl pH 8.0, 100 mM NaCl,
2 mM MnCl2, and 2 mM β-mercaptoethanol. Combine
40 mL of 1-M Tris HCl pH 8.0, 25 mL of 4 M NaCl and
2 mL of 1 M MnCl2 and add water to the final volume of
1 L. Degas this buffer and store it at 4 °C. Add 140 μL of
β-mercaptoethanol prior to use.

15. Buffers for EcPPiase.

(a) Lysis Buffer: 40 mM Tris-HCl pH 8.0, 300 mM NaCl,
10% glycerol, and 2 mM β-mercaptoethanol. Mix 40 mL
of 1 M Tris-HCl pH 8.0, 75 mL of 4 M NaCl, 100 mL
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glycerol and add water to 1 L final volume. Add 140 μL of
β-mercaptoethanol prior to use.

(b) Wash Buffer: 40 mM Tris-HCl pH 8.0, 300 mM NaCl,
10% glycerol, 50 mM imidazole, and 2 mM
β-mercaptoethanol. Add 2.5 mL of 2 M imidazole to
97.5 mL of lysis buffer.

(c) Elution Buffer: 40 mM Tris-HCl pH 8.0, 300 mMNaCl,
10% glycerol, 500 mM imidazole, and 2 mM
β-mercaptoethanol. Add 5 mL of 2 M imidazole to
15 mL lysis buffer.

(d) SEC Buffer 1: 20 mM Tris-HCl pH 8.0, 100 mM NaCl,
0.5 mM EDTA, and 5 mM β-mercaptoethanol. Mix
20 mL of 1 M Tris-HCl pH 8.0, 25 mL of 4 M NaCl,
and 1 mL of 0.5 M EDTA and add water to make up to
1 L final volume. Degas this buffer and store it at 4 °C.
Add 350 μL of β-mercaptoethanol prior to use.

(e) SEC Buffer 2: 40 mM Tris-HCl pH 8.0, 100 mM NaCl,
and 2 mM β-mercaptoethanol. Mix 40 mL of 1 M Tris-
HCl pH 8.0 and 25 mL of 4 M NaCl, then add water to
make up to 1 L final volume. Degas this buffer and store it
at 4 °C. Add 140 μL of β-mercaptoethanol prior to use.

2.4 Malachite Green

Reagent Components

1. 0.0812% w/v malachite green (see Note 3). Dissolve 0.0812 g
of malachite green in a 100 mL water. Wrap the tube with
aluminum foil to protect the solution from light.

2. 5.72% w/v ammonium molybdate. Prepare 100 mL 6 M HCl
by adding concentrated HCl (12 M) into 50 mL water (in that
order) to a volume of 100 mL. Dissolve 5.72 g ammonium
molybdate in this solution.

3. 2.32% w/v polyvinyl alcohol. Dissolve 2.32 g of polyvinyl
alcohol in a 100 mL water. While stirring, slowly heat up the
mixture on a stir plate to 80–90 °C, ensuring that the mixture
does not boil. This step should take about 2 h to fully dissolve
polyvinyl alcohol. Protect the solution with aluminum foil and
store at 4 °C. The solution is usable for up to 2 months and
should be warmed up to room temperature before use. Forma-
tion of filamentous aggregates is a sign that the solution has
become unusable.

4. 10% sodium citrate. Dissolve 1 g of sodium citrate in 100 mL
water.

2.5 Stock Solutions,

Buffers, and Solvents

for Activity Assay

1. 1 M N-cyclohexyl-3-aminopropanesulfonic acid (CAPS)
pH 8.8. Dissolve 11 g of CAPS in 35 mL of water. Adjust the
pH to 8.8 by adding NaOH. Add water to the final volume of
50 mL.
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2. 1 M MnCl2. Dissolve 9.9 g of MnCl2 tetrahydrate in 50 mL
water. Store at -20 °C.

3. 1 M MgCl2. Dissolve 20.3 g of MgCl2 hexahydrate in 100 mL
water.

4. 4 M NaCl. Dissolve 234 g of NaCl in 1 L water.

5. 600 mM potassium glutamate. Dissolve 6 g of L-glutamic acid
potassium salt monohydrate (KGlu) in 50 mL water.

6. 1 M 2-morpholinoethanesulfonic acid (MES) pH 6.0. Dissolve
9.8 g of MES in 35 mL of water, then adjust pH to 6.0. Add
water to the final volume of 50 mL.

2.6 Activity Assay

Reagents for

Identification of DnaG

Inhibitors

1. Purchase synthetic single-stranded (ss) DNA 32-mer 5′-GAAG
CACCAGACGTTTAGCATACATTCACAGA -3′ (a 1 μmol
scale). Centrifuge the powdered synthesized DNA at 5000×
g for 30 s and then dissolve in water at the concentration of
2 mM and store at -20 °C. The amount of water to be added
depends on the amount of synthesized DNA obtained from the
company.

2. 100 mM of ribonucleotide triphosphates (rCTP, rGTP, and
rUTP) from Promega. This company provides rNTPs that are
consistently free from phosphate contamination.

3. 3× DNA-enzyme mixture A, to be used for enzymes MtDnaG,
BaDnaG, andMtPPiase. 60 mM CAPS pH 8.8, 6 mMMnCl2,
3 mM MgCl2, 150 mM NaCl, 450 mM KGlu, 2.1 μM
MtDnaG or 12 μM BaDnaG, and 150 nM MtPPiase. Add
1.8 mL of 1 M CAPS pH 8.8, 180 μL of 1 M MnCl2, 90 μL
of 1 M MgCl2, 1.125 mL of 4 M NaCl and 22.5 mL of
600 mM KGlu in a conical tube. Mix the solution well before
adding 56 μL of 2mM ssDNA, 6 μL ofMtPPiase (750 μM) and
875 μL ofMtDnaG (72 μM), or 2.4 mL of BaDnaG (150 μM).
The volumes of enzyme samples will vary depending on the
final concentration obtained from the production and purifica-
tion protocol. Add water to the final volume of 30 mL.

4. DNA-enzyme mixture B, to be used for enzymes SaDnaG/
SaPPiase: 30 mMMES pH 6.0, 3 mMMnCl2, 1.5 mMMgCl2,
75 mM NaCl, 225 mM KGlu, 5.5 μM SaDnaG, and 75 nM
SaPPiase. In a 50 mL conical tube, combine 0.9 mL of 1 M
MES pH 6.0, 90 μL of 1 M MnCl2, 90 μL of 1 M MgCl2,
0.56 mL of 4 M NaCl, and 11.25 mL of 600 mM KGlu. Mix
the solution well then add 28 μL of 2 mM ssDNA, 3 μL o
SaPPiase (750 μM), and 2.25 mL of SaDnaG (140 μM).
Enzyme sample volumes with vary depending on the final
concentration obtained from the production and purification
protocol. Add water to the final volume of 30 mL.
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5. 3× NTP mixture: 330 μM of CTP, GTP, and UTP. In a
29.7 mL of water, add 100 μL of each of the three 100 mM
NTPs (CTP, GTP, and UTP) stock.

6. 2 mM suramin. Dissolve 1.43 g of suramin in 500 mL of water.

7. 0.5 M EDTA solution. Dissolve 18.6 g of EDTA in 80 mL of
water. Adjust the pH to 8.0 by adding NaOH. Add water to
the final volume of 100 mL.

8. Feasibility test plate. Place 2 mM suramin in first two columns,
0.5 M EDTA in the last two columns and 100% DMSO for the
rest of the columns. The feasibility test plate contains
50–100 μL of suramin, EDTA, and DMSO. Store the plate at
-20 °C.

9. Small molecule compounds to be screened or tested for inhibi-
tion. 2 mM of these test compounds are placed in a 96- or
384-well plate, with an exeption of last two columns, which
contain 0.5 M EDTA. The compounds containing inorganic
phosphate may produce false-positive results. The screening
plates contain 50–100 μL of compounds and EDTA. Store
the plate at -20 °C.

2.7 Materials for

Activity Assay for

Confirmation of PPiase

Inhibitors

1. 10 mM tetrasodium pyrophosphate (Na4P2O7). Dissolve
133 mg of Na4P2O7 in 50 mL water.

2. 2× Reaction mixture: 40 mM Tris-HCl pH 7.5, 2 mM MnCl2
(for SaPPiase) or 2 mMMgCl2 (for other non-Sa PPiases), and
200 μM tetrasodium pyrophosphate Na4P2O7. Combine 2 mL
of 1 M Tris-HCl pH 7.5, 0.1 mL of 1 M MnCl2 or 0.1 mL of
1 M MgCl2, and 1 mL of 10 mM Na4P2O7. Add water to final
volume of 50 mL.

3. Hit compounds. Order or synthesize compounds as powder
form and dissolve in DMSO. Solubility varies depending on the
compounds. Generally, a compound stock concentration is
10–50 mM. Aliquot in small volumes and store at -20 °C.

2.8 Materials for

DNA Intercalation

Assay

1. Ethidium bromide stock solution, 5 mM. EtBr can be pur-
chased either as solution (10 mg/ml) or as powder. For the
solution form, dilute 2 mL with 8 mL of water. For the powder
form, dissolve 19.7 mg with 10 mL of water. Prepare a diluted
EtBr stock of 0.05 mM by diluting 10 μL stock concentration
with 990 μL of water.

2. Order 25-mer ssDNA, 5′- CACTCGGAAGTGACG
CATCCTGTCT -3′ (~1 μmol). Centrifuge the powdered
synthesized DNA at 5000× g for 30 s then dissolve in 10 mM
Tris-HCl, pH 8.0, 50 mM NaCl at the concentration of 1 mM
and store at -20 °C. The amount of buffer to be added
depends on the amount of synthesized DNA obtained from
the company. For dsDNA, anneal with complimentary DNA.
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As with EtBr, prepare a lower stock concentration of 0.03 mM
by diluting 1.5 mL of DNA with 48.5 μL of buffer.

3. Hit compounds. Synthesize or purchase commercially as pow-
der and dissolve in DMSO. Prepare the following dilutions:
1.5 mM, 1.2 mM, 0.9 mM, 0.6 mM, 0.5 mM, 0.3 mM,
0.15 mM.

3 Methods

3.1 Overexpression

of Protein in

Escherichia coli (Ec)

BL21 (DE3) Cells

1. Prepare LB agar plates by adding antibiotic stock (0.5 mL) to
an autoclaved molten 500 mL agar (at ~40 °C) and pour the
agar mixture into sterile petri dishes.

2. Transform the plasmid into chemically competent BL21(DE3)
cells and plate bacteria on an LB agar plate with appropriate
antibiotic. Note that the MtDnaG, BaDnaG, SaPPiase, and
EcPPiase encoding plasmids bear an ampicillin resistance
gene, while the SaDnaG and MtPPiase plasmids bear a kana-
mycin resistance gene.

3. Leave plates in a 37 °C incubator overnight.

4. Inoculate five colonies from the agar plate into 4 mL of LB
broth supplemented with an appropriate antibiotic.

5. Place the starter culture in a 37 °C incubator, shake at 200 rpm
for 3–4 h.

6. Inoculate 1 mL of bacterial culture to 1 L of LB broth. For
DnaG, four 1 L of LB broth are used, while for PPiase, two 1 L
of cultures are enough. Incubate the LB cultures at 37 °C,
shaking at 200 rpm for ~3 h, until reaching the optical density
(OD600nm) of 0.3.

7. Move the cultures to an 18 °C incubator shaker. Incubate the
culture for 1.5 h with shaking at 200 rpm.

8. Add 0.5 mL of 1 M IPTG to each 1 L of LB culture.

9. Leave the cultures shaking for additional 16 h before harvest-
ing cells.

10. Centrifuge the bacterial cultures at 5000× g at 4 °C for 10 min
in a Sorvall RC-6 Plus centrifuge.

11. Collect the cell paste and proceed to protein purification or
store at -80 °C.

3.2 Cell Lysis and

Protein Purification

1. Resuspend the cell paste in 100 mL of lysis buffer.

2. Disrupt the cells on ice by intermittent sonication (or by an
equivalent method, such as cell disruption by a French press or
a cell homogenizer).
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3. Clarify the lysate by centrifugation at 38,000 g for 30–60 min
at 4 °C in a Sorvall RC-6 Plus centrifuge.

4. Filter the supernatant through 0.45 μm PVDF filters. Multiple
filters may be required.

5. Load the filtrate onto a 5 mL IMAC Ni2+ column (washed and
charged with Ni2+ as recommended by the manufacturer)
equilibrated in a respective lysis buffer.

3.2.1 MtDnaG and

BaDnaG

1. Wash the column with 100 mL of wash buffer.

2. Elute the protein with 12 mL of elution buffer, discarding the
first 2 mL of the eluate.

3. Adjust the NaCl concentration of the 10 mL eluted protein to
200 mM by adding gradually with gentle mixing 20 mL of
basic buffer prepared without NaCl.

4. Cleave the His tag overnight at 4 °C with PreScission protease.

5. Concentrate the protein using an Amicon Ultra-15 centrifugal
filter device to about 5 mL.

6. Inject the protein sample to an S-200 size exclusion column
equilibrated in SEC Buffer and run the column in that buffer at
2 mL/min, collecting 5 mL fractions.

7. Combine the fractions containing DnaG, as determined by
SDS-PAGE, and then concentrate the protein to 72 μM
(MtDnaG) and 150 μM (BaDnaG).

8. Store DnaG preparations on ice and use the enzyme within
2 weeks after obtaining concentrated purified protein (see
Note 2). This protocol should yield highly pure DnaG
(>95% purity), as assessed using 15% SDS-PAGE gel.

3.2.2 SaDnaG 1. Wash the column with 60 mL of SaDnaG wash buffer 1, fol-
lowed by 20 mL of SaDnaG wash buffer 2 and 20 mL of
SaDnaG wash buffer 3.

2. Elute the protein with 12 mL of SaDnaG elution buffer, dis-
carding the first 2 mL of the eluate.

3. Concentrate the remaining 10 mL protein by using an Amicon
Ultra-15 centrifugal filter device to approximately 5 mL.

4. Inject the protein sample into an S-200 size exclusion column
equilibrated in SEC Buffer and run the column in this buffer, as
described in Subheading 3.2.1.

5. Combine the fractions containing SaDnaG and concentrate the
protein to 140 μM.

6. Store SaDnaG preparations on ice and use in the assay within
2 weeks of concentrating the purified protein.
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3.2.3 MtPPiase and

SaPPiase

1. Pass 40 column volumes of wash buffer (200 mL) through the
column.

2. Elution the protein with 12 mL of SaDnaG Elution Buffer;
discarding the first 2 mL of the eluate.

3. Concentrate the protein in the eluate by using an Amicon
Ultra-15 centrifugal filter device to the volume of ~5 mL.

4. Purify the protein further on an S-200 size exclusion column
equilibrated and run in SEC Buffer, as described in
Subheading 3.2.1.

5. Combine the fractions containing PPiase and concentrate the
protein to 750 μM (in monomers).

6. Store the protein preparations at 4 °C. The enzyme should stay
active for up to 1 month.

3.2.4 EcPPiase 1. Similar purification step as MtPPiase and SaPPiase.

2. After the gel filtration step using SEC Buffer 1, pool the
protein containing fractions and concentrate to ~5 mL, as
described in Subheading 3.2.1.

3. PreScission protease is added to the protein solution and left
overnight at 4 °C.

4. Carry out a second gel filtration step by re-equilibrating the
column in SEC Buffer 2 and running the sample in this buffer.

5. Pool the fractions containing the protein sample and concen-
trate to 360 μM (in monomers).

6. Store protein preparations in 4 °C, where they should stay
active for up to 1 month.

3.3 Activity Assay 1. Mix malachite green, polyvinyl alcohol, ammonium molyb-
date, and water in a 2:1:1:2 ratio. For instance, mix well
10 mL 0.0812% w/v malachite green, 5 mL 2.32% w/v polyvi-
nyl alcohol, 5 mL 5.72% w/v ammonium molybdate, and
10 mL water.

3.3.1 Preparation of the

Malachite Green Reagent

2. Ensure that the tube is fully wrapped in aluminum foil. The
malachite green reagent should change its color to golden-
yellow after 30 min at room temperature. If after 30 min the
malachite green reagent still has a hint of green color, discard
this solution and remake the reagent. The presence of green
color indicates phosphate contamination. Ensure the stocks
water and glassware used are not contaminated with
phosphate.

3. The malachite green reagent should be stored wrapped in foil
at 4 °C and can be used for about 1 month.
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Table 1
Reaction buffers for the DnaG-PPiase assays

Primase PPiase Assay conditions References

MtDnaG MtPPiase 20 mM CAPS pH 8.8, 2 mM MnCl2, 1 mM MgCl2,
50 mM NaCl, 150 mM KGlu

Biswas et al. [4]

BaDnaG MtPPiase 20 mM CAPS pH 8.8, 2 mM MnCl2, 1 mM MgCl2,
50 mM NaCl, 150 mM KGlu

Biswas et al. [5]

SaDnaG SaPPiase 20 mM MES pH 6.0, 2 mM MnCl2, 1 mM MgCl2,
50 mM NaCl, 150 mM KGlu

Green et al. [6]

3.3.2 Testing of Assay

Feasibility and Robustness

Perform a test assay first to ensure that the assay is working prior to
compound screening. Suramin and EDTA are used as positive
controls (see Note 4). Suramin is a DnaG inhibitor [4, 5], while
EDTA is a chelator of a catalytic divalent metal ion needed for
primase activity.

1. Transfer 600 nL of suramin, 1.8 μL of 0.5 M EDTA, and
200 nL of DMSO from the feasibility test plate to a 384-well
(or a 96-well) plate using a Biomek liquid handling robot.

2. In each well, add 20 μL of the 3× NTP mixture, followed by
10 μL of the 3× DNA-enzyme mixture (see Note 5), both by
using a multichannel pipette. The 3× DNA-enzyme mixture A
and B have been optimized for testing MtDnaG or BaDnaG/
MtPPiase [4, 5] and SaDnaG/SaPPiase [6], respectively. The
final compositions of the reaction buffers for different enzymes
are given in Table 1.

3. After a 30 min incubation at room temperature, add 30 μL of
malachite green reagent to each well of the reaction plate, then
10 μL of 10% sodium citrate to stabilize the color. Shake the
reaction plate for 20–30 s on a vibrating plate shaker then read
absorbance at 620 nm on a PHERAstar plate reader in 30 min,
after color development.

By doing this test assay, one can identify if the color change is
due to DnaG/PPiase activity and not from any phosphate contam-
ination. To measure the assay robustness and feasibility for multiple
runs, calculate the Z′ score using the formula [7]:

Z0 =1-3
SD posð Þ þ SD negð Þ
Av posð Þ-Av negð Þj ð1Þ

where SD(pos) and SD(neg) are the standard deviations of the
absorbance readouts from the EDTA treated and DMSO contain-
ing wells, respectively, while the Av(pos) and Av(neg) are the
average values of the absorbance readouts from the EDTA and
DMSO containing wells, respectively. A Z′ value of >0.5 indicates



that the HTS assay can be used for compound screening. However,
a very high Z′ value (0.9–1) indicates the reaction may not be in a
steady-state regime. To remedy this, perform the assay with a
longer reaction time (1 h) to see if the absorbance readout increases
twofold. If, however, the signal remains the same, a kinetic experi-
ment needs to be performed using a higher concentration of NTPs
or ssDNA or a lower concentration of primase in order to identify
the steady-state conditions.
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3.3.3 The High-

Throughput Screening

Assay (384-Well Plate)

1. In a 384-well plate, transfer 200 nL of small molecules from the
2 mM stock plate using a Biomek FX robot. For the last two
columns (EDTA), transfer 1.8 μL from the plate; these are
positive control wells. The rest of the columns would have a
final concentration of 13 μMof small molecules to be tested for
inhibition. This is a stringent condition. For detection of weak
inhibitors, the concentration of the inhibitors needs to be
higher. While a 384-well plate is appropriate for screening a
larger number of test compounds, the screening assay can be
scaled to a 96-well plate.

2. To start the reaction, add 20 μL of the 3 NTP mixture, fol-
lowed by 10 μL of the 3×DNA-enzyme mixture. Note that the
reaction condition may need to be change, to satisfy the Z’
value of 0.5–0.9.

3. After 40-min incubation at room temperature, add 30 μL of
malachite green reagent to each well, and then 10 μL of 10%
sodium citrate to stabilize the color.

4. Shake the reaction plate for 20–30 s on a vibrating plate shaker
before taking an absorbance reading at 620 nm on a PHER-
Astar plate reader.

3.3.4 Medium-

Throughput Screening

Assay (96-Well Plate)

The inhibitor screening assay can be carried out in 96-well plates. In
this setup, compounds are first dispensed as 10 mM stocks into a
96-well polypropylene U-bottom plate. The compounds are then
diluted to 600 μM with DMSO and placed in respective wells of a
96-well flat bottom plate. As above, the last column contains 100%
DMSO, serving as a positive control.

1. In a 96-well reaction plate, pipette 1 μL of 600 μM stock
compound to each well, 1.8 μL of DMSO control to last
column, and mix with 19 μL of DNA-enzyme mixture, fol-
lowed by 10 μL of the 3×NTPmixture. The test concentration
of compounds for this assay is 20 μM.

2. After 40-min incubation at room temperature, add 30 μL of
malachite green reagent to each well, and then 10 μL of 10%
sodium citrate to stabilize the color.

3. Shake the reaction plate for 20–30 s on a vibrating plate shaker
before taking an absorbance reading at 620 nm on a Spectra-
Max M5 plate reader.
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3.3.5 Assessment of

Results

Create a scatterplot, with wells containing EDTA as full 100%
inhibition, while compounds do not exhibit inhibitory properties
serve as negative control. Those compounds that exhibit greater
than a 3σ level of inhibition (where σ refers to the standard devia-
tion of the negative control) are considered hits and worth pursu-
ing for confirmation. It is highly plausible to obtain results that
display higher than normal absorbance readings, especially if the
test compounds are obtained from a commercial library. Inspect
whether the compounds are phosphate salts, which could affect the
assay. This can be readily tested by titrating the compounds into the
malachite green reagent to inspect the color change or absorbance
at 620 nm.

3.4 Bacterial PPiase

Inhibition

Because the colorimetric assay requires two enzymes, the inhibition
may be due to inactivation of inorganic pyrophosphatase and not
primase. Therefore, it is important to test the hit compounds as
PPiase inhibitors. Identifying novel compounds that inhibit bacte-
rial PPiase can be equally important to finding DnaG inhibitors.
PPiase is an essential enzyme that plays an important role in driving
key metabolic processes like nucleic acid and protein biosynthesis.
More importantly, accumulation of PPi, which is a product of many
enzymatic reactions, can cause cell damage [8]. PPiases can be
classified to two nonhomologous and structurally distinct families.
Bacterial PPiases from the family I are single-domain, hexameric
enzymes, while those from family II are two-domain, dimeric
enzymes. MtPPiase [9–11] and EcPPiase [12] belong to family I,
whereas SaPPiase belongs to family II [13, 14].

1. First, test the activity of PPiase by adding the enzyme (final
concentration of 2 nM PPiase) to the mixture of 15 μL of 2×
reaction mixture and water (such that the final reaction volume
is 30 μL).

2. In parallel, a negative control should also be set up with no
PPiase added to the reaction mixture. This is to ensure that
there is no phosphate contamination that can influence the
experimental setup.

3. Leave the reaction mixture at room temperature for 8 min.

4. Add 150 μL of malachite green reagent, followed by 15 μL of
10% sodium citrate.

5. After 30 min, measure absorbance at 620 nm using a Spectra-
Max M5 plate reader.

6. To test the hit compound activity, mix the compounds with
15 μL of 2× reaction mixture, followed by water (to reach the
final reaction volume of 30 μL) and then PPiase to initiate the
reaction. The hit compound concentration should match that
in the original coupled assay.
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7. Also, set up a control in the absence of the compound, using
only DMSO. EDTA in place of a hit compound is used as a
positive inhibition control, as in the coupled assay. Ensure the
same amount of DMSO in all the test reactions.

8. It is recommended to use serial dilutions for ease and
reproducibility.

9. Once the reaction mixture is added and well mixed with the
compound (or DMSO alone), the PPiase is added to initiate
the reaction. Then repeat the procedure detailed in the test
reaction above. It is recommended to run reactions in
triplicate.

3.5 The Dose-

Response Assay and

Inhibitor Selectivity

A good initial evaluation of hits from the screening assay is a dose-
response assay. The assay can be performed analogously to the
primary screening assay in the 96-well plates, with varying concen-
trations of the hit compounds. This assay is used to determine the
IC50 of the hit compound.

1. The concentrations of the primases are as follows: MtDnaG:
0.5 μM, BaDnaG: 4 μM, SaDnaG: 3.5 μM. These concentra-
tions were established experimentally ensuring the steady-state
regime of the enzyme. Note that because enzyme activity may
vary somewhat for different enzyme preparations, these con-
centrations should be used as a guide.

2. The hit compounds should be serially diluted from 100 μM.
DMSO without the compound is used as a control. To ensure
the constant concentration of DMSO in the reaction mixture,
the volume of the compound/DMSO mixture used for each
reaction should be the same.

3. Add 3× DNA-enzyme mixture.

4. To initiate the reaction, add 3× NTP mixture, followed by
water to the final volume of 30 μL. The reactions are performed
in triplicate.

5. Incubate the reaction at room temperature for 30 min.

6. Add 100 μL of Malachite Green Reagent, followed by 10 μL of
10% sodium citrate. Color develops and stabilizes within
30 min.

7. Read the absorbance at 620 nm of 96-well plate containing
reaction mixture using a SpectraMax M5 plate reader.

8. Analyze the activity (a; scaled to obtain 100% in the absence of
inhibitor) as a function of inhibitor concentration ([I]) to
obtain IC50 and Hill coefficient (h) values using the following
equation:

a=100-
100- r

1þ IC50

I½ �
� �h

ð2Þ
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Here, r is a residual activity extrapolated to infinite inhibitor con-
centration, which could be fixed at 0, as concluded from the exami-
nation of the data, or obtained from the best-fit values and their
standard errors.

Once the hits from the HTS are validated by this dose-response
assay and tested for their inhibition of PPiase, their selectivity can
be determined by using DnaG and PPiase enzymes from other
bacteria. In this chapter, in addition to MtDnaG, SaDnaG, BaD-
naG, MtPPiase, and SaPPiase, we included the protocol for purifi-
cation of EcPPiase, which can be included in the selectivity testing
of PPiase inhibitors.

3.6 Mode of

Inhibition

The mode of inhibition of primase can be determined by
performing a steady-state kinetic experiment with different inhibi-
tor concentration (as in above) with (1) fixed concentration of
DNA (1.25 μM) at different concentration of NTP (31.25, 62.5,
125, 250, and 500 μM) and (2) fixed concentration of NTP
(110 μM) with varying concentrations of DNA (0.19, 0.38. 0.75,
and 1.5 μM). The mode of inhibition can be presented either as a
direct plot of steady-state reaction rates as a function of varying
substrate concentration (Michaelis-Menten plot) or as a double-
reciprocal plot (Lineweaver-Burk plot) in Microsoft Excel or Sig-
maPlot. However, the nonlinear regression fitting should be per-
formed only with reaction rates as a function of substrate and
inhibitor concentrations, prior to any variable conversion, because
the converted data are generally no longer normally distributed
among replicates. The mode of inhibition with respect to either
NTP or DNA can be determined by finding the best model that fits
all the data. The Lineweaver-Burk plot is used to visualize the mode
of inhibition by examining the relationships between the slopes and
the intercepts. The Michaelis constants (Km) and Vmax can be
obtained by nonlinear regression using SigmaPlot (Systat), as we
described previously [4].

3.7 Identification of

DNA Binding

Compounds by DNA

Intercalation Assay

DnaG inhibition can be caused by compounds binding DnaG,
DnaG-DNA complex, or DNA alone. Therefore, DNA binding
compounds may emerge as hits in this coupled colorimetric
DnaG-PPiase assay. Because DnaG is bound to ssDNA or to a
DNA-RNA hybrid in initiating or elongating a primer, respectively.
Generally, ss or ds DNA intercalating compounds have a potential
to inhibit DnaG [6, 15]. To detect binding of such compounds to
DNA, we developed a facile assay where fluorescence of DNA
intercalator ethidium bromide (EtBr) is monitored as a function
of compound concentration. Fluorescence of EtBr is enhanced
uponDNA intercalation. This fluorescence signal can bemonitored
in the presence of compound. Decrease of this fluorescence signal
indicates that the compound intercalates into DNA and competes
with EtBr.
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1. Carefully mix 1.8 μL of 0.05 mMEtBr with 1.5 μL of 0.03 mM
DNA (ssDNA or dsDNA), followed by 24.7 μL of water.

2. Add 2.0 μL of different concentration of compounds (1.5, 1.2,
0.9, 0.6, 0.3, and 0.15 mM for 100, 80, 60, 40, 20, and
10 μM, respectively) to each reaction mixture. Set up a control
sample with EtBr/DNA with equivalent amount of DMSO
(2.0 μL). Perform triplicate reactions in a 96-well flat bottom
clear plate. Set the fluorescence emission wavelength at 600 nm
and excitation wavelength at 520 nm on a SpectraMax M5
plate reader. Measure the fluorescence after incubating the
reaction plate for 30 min at room temperature. The data can
be plotted and analyzed using SigmaPlot software. Plot the
graph with fluorescence intensity ( f ) against different concen-
trations of compound ([I]). The IC50 and Hill coefficient (h)
can be obtained nonlinear regression using Eq. (2) described
above for data fitting.

4 Notes

1. The construction of these plasmids is described in detail in our
respective publications.

2. MtDnaG and BaDnaG are prone to aggregation and proteo-
lytic degradation. Tomaximize the protein stability, the protein
preparations should be kept and stored at high salt concentra-
tion (>300 mM NaCl).

3. Handle malachite green powder with care, as a small amount of
this chemical can stain clothing, equipment, etc.

4. DnaG is not very efficient or processive. An excellent control
assay can be performed by using an inactive point mutant of a
Glu residue in the active site (Glu268Gln inMtDnaG [4]). The
mutant can be purified analogously to the wild-type protein.

5. Because DnaG is prone to aggregation at low salt concentra-
tions, DnaG should be added to the reaction buffer (at lower
salt concentration than in the storage buffer) after DNA.
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Chapter 16

Cell-Based Fluorescent Screen Amenable to HTS to Identify
Inhibitors of Bacterial Translation Initiation

Matteo Raneri, Emilio Alvarez-Ruiz, Danuta Mossakovska,
and Federica Briani

Abstract

A strategy that can be applied to the research of new molecules with antibacterial activity is to look for
inhibitors of essential bacterial processes within large collections of chemically heterogeneous compounds.
The implementation of this approach requires the development of assays aimed at the identification of
molecules interfering with specific cell pathways that can also be used in high-throughput analysis of large
chemical libraries. Here, we describe a fluorescence-based whole-cell assay in Escherichia coli devised to find
inhibitors of the translation initiation pathway. Translation is a complex and essential mechanism. It involves
numerous sub-steps performed by factors that are in many cases sufficiently dissimilar in bacterial and
eukaryotic cells to be targetable with domain-specific drugs. As a matter of fact, translation has been proven
as one of the few bacterial mechanisms pharmacologically tractable with specific antibiotics. The assay
described in this updated chapter is tailored to the identification of molecules affecting the first stage of
translation initiation, which is the most dissimilar step in bacteria versus mammals. The effect of the
compounds under analysis is measured in living cells, thus allowing evaluation of their in vivo performance
as inhibitors of translation initiation. Compared with other assays for antibacterials, the major advantages of
this screen are its simplicity, high mechanism specificity, and amenability to scaling up to high-throughput
analyses.

Key words Translation initiation, Whole-cell assay, Gram-negative bacteria, Leaderless mRNA, S1
ribosomal protein, Ribosome, Antibacterial compounds

1 Introduction

Protein synthesis is initiated by the assembly on the mRNA of a
translation-competent multi-subunit complex constituted by the
ribosome, the translation initiation factors, and the initiator
tRNA. This process occurs through very different multistep path-
ways in bacteria versus eukarya [1, 2]. In bacteria the first step is the
binding of the 30S small ribosomal subunit to the mRNA transla-
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tion initiation region (TIR), a site within the 5′-untranslated region
(5′-UTR) including the Shine-Dalgarno (SD) sequence and the
AUG start codon. 30S binding is mediated by the interaction
between the mRNA TIR and two main ribosomal elements: the
anti-SD, that is, a sequence at the 16S rRNA 3′-end complemen-
tary to the SD, and the ribosomal protein S1. S1 has a prominent
role in the translation mechanism of Gram-negative and high
GC-content Gram-positive bacteria [3–5]; it has been shown that
in Escherichia coli, S1 is essential for the translation of most mRNAs
[6], with the exclusion of a peculiar class of transcripts that are
devoid of the 5′-UTR (i.e., leaderless mRNAs) [7–9]. Leaderless
mRNAs are translated through a noncanonical, S1-independent
pathway that occurs through the loading of a preassembled 70S
ribosome on the mRNA 5′-end AUG [8, 10, 11]. Leaderless tran-
scripts are very rare in E. coli. One of the few examples is repre-
sented by bacteriophage λ cI mRNA, which lacks a 5′-UTR when
transcribed from the PRM promoter.
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S1 and the S1-dependent translation step appear as very good
targets for new antibiotics. In fact, S1 is widely conserved among
bacteria [4] and is encoded by essential genes in evolutionarily
distant bacteria as E. coli and Mycobacterium tuberculosis [12, 13;
Tubercolist database]. On the other hand, in mammals, an S1
orthologue is absent from both the 40S ribosomal subunit and
the mitochondrial ribosomes. No inhibitors of the essential S1
activity in translation have been identified so far.

We devised a simple whole-cell fluorescent assay aimed at iden-
tifying molecules interfering with the S1-dependent pathway of
translation initiation [14, 15]. The assay exploits the differences
between leadered and leaderless translation to specifically target the
S1 mechanism. In the first step, compounds of interest are screened
for their effect on the expression of a reporter gene with a 5′-UTR
(leadered reporter) cloned in E. coli. In the second step, inhibitors
of the leadered reporter are analyzed for their effect on the expres-
sion of a leaderless variant of the same reporter (Fig. 1).

Molecules inhibiting the S1-dependent mechanism should not
affect the leaderless reporter expression, whose translation does not
require S1. This prediction was verified by exploiting the aminogly-
coside antibiotic kasugamycin, which specifically inhibits leadered
mRNA translation through a complex mechanism that involves the
generation of minimal ribosomes lacking several ribosomal pro-
teins, among which is S1 [14, 16, 17]. The results of the analysis
with kasugamycin demonstrated that, in principle, compounds that
selectively target the canonical pathway of bacterial translation
initiation can be identified through the assay [14]. The reporter
constructs are carried by the AS19 E. coli strain, which has
enhanced permeability [14], thus increasing the chance of finding
compounds with the required activity in screening campaigns.
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Fig. 1 Outline of the multistep assay and HTS cascade. In Step 1, the compounds
of interest are screened with the permeable strain AS19/pGM991. Compounds
inhibiting the fluorescence of this strain are then screened with strain AS19/
pGM999 (Step 2). Molecules specifically targeting the canonical pathway of
translation initiation should not affect AS19/pGM999 fluorescence. In Step 3, the
entry of candidate compounds into cells with normal permeability is evaluated by
assaying inhibition of DH10B/pGM991 fluorescence. (Figure reprinted and
modified from Ref. [15])

This chapter updates our previous chapter [15] and further
describes the application of the assay to a high-throughput screen-
ing (HTS) campaign of a 1.8 million compound collection of
GlaxoSmithKline (GSK). The HTS cascade is outlined in Fig. 2.

One hundred one hits, namely, compounds inhibiting more the
expression of the leadered construct than that of the leaderless one,
were identified, showing that the assay described in this chapter is
amenable to high-throughput analyses. Unfortunately, successive
analyses to assess cytotoxicity and activity in bacterial strains with
normal permeability showed that no compounds had specificity and
potency high enough to be interesting for pharmacological devel-
opment and the project was concluded. Despite the unlucky out-
come, the assay per se showed amenability to high-throughput
screening. In fact, the assay specificity is a relevant asset for high-
throughput screenings of large collections of compounds as it
allows to identify and discard molecules generically toxic to the
cells. Moreover, it would also expedite the identification of the
molecular target(s) of the hits by restricting their research among
cellular factors specifically involved in translation initiation, which is
the mechanism targeted by the assay.
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Fig. 2 Outline of the HTS cascade. In Step 1 (Primary Screening), 1.8 M
compounds (final concentration, 10 μM) of the GSK collection were screened
with the permeable strain AS19/pGM991. Cutoff was set at 2.4 SD. A total of
15,990 compounds inhibiting the fluorescence of this strain were then re-tested
with AS19/pGM991 (Hit confirmation) and assayed with strain AS19/pGM999
(Specificity test). A total of 101 molecules were deemed as specific because they
had IC50 for leadered eGFP expressed by AS19/pGM991 < 10 μM and IC50 for
leaderless eGFP expressed by AS19/pGM999 > 100 μM. Unfortunately, none of
the 101 hits passed the successive tests (Activity in non-permeable E. coli and
cytotoxicity test), mostly because of their low potency toward an E. coli strain
with normal membrane permeability (i.e., DH10b/pGM991; data not shown)

2 Materials

2.1 Bacterial Strains The E. coli strains AS19/pGM991, AS19/pGM999, and DH10B/
pGM991 are exploited in different screening steps [14, 18,
19]. AS19 is an E. coli B derivative with increased permeability
due to an unmapped mutation altering the outer membrane
[18]. This defect facilitates the entry of compounds into the cells.
DH10B is an E. coli K-12 laboratory strain with no reported
permeability defects [19]. The strains carry either pGM991 or
pGM999 plasmid, which are both derivatives of pGM963 [20], a
multicopy shuttle vector conferring ampicillin resistance. The vec-
tor carries the araC gene and araBp promoter of the E. coli arabi-
nose operon [21] inserted upstream of the eGFP open reading
frame (ORF) devoid of the Shine-Dalgarno sequence and ATG



start codon. In pGM991 and pGM999, DNA fragments encom-
passing either the 5′-UTR and first nine codons of E. coli recA or
the first 189 bp of phage λ cI ORF, respectively, are inserted in
frame with the eGFP ORF. Transcription of pGM991 and
pGM999 from araBp gives either a leadered recA-eGFP
(pGM991) or a leaderless cI-eGFP mRNA (pGM999).
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2.2 Culture Media Prepare all media and solutions with analytical grade water (hereaf-
ter indicated as aH2O) and reagents. Prepare and store all solutions
and media at room temperature, if not differently stated.

1. LD broth: dissolve in 1 L of aH2O 10 g of Bacto tryptone, 5 g
of yeast extract and 5 g of NaCl. Sterilize by autoclaving.

2. LD agar: dissolve 10 g of agar in 700 mL of LD. Sterilize by
autoclaving.

3. M9 minimal medium: in 1 L of aH2O, dissolve 2 g NH4Cl,
32 g Na2HPO4·12H2O, 6 g KH2PO4, and 10 g NaCl. Sterilize
by autoclaving. To 250 mL of the above sterile solution, add in
the stated order the following sterile components: 250 mL of
aH2O, 0.09 mL 0.5 M CaCl2, 0.54 mL 1 M MgSO4, and
0.05 mL trace elements mix prepared by dissolving in 1 L of
aH2O 3.2 g FeCl3·6H2O, 0.06 g CaCl2 ·6H2O, 0.17 g Zn
(Acetate)2·2H2O, 0.14 g MnSO4·H2O and 0.05 g
CuSO4·5H2O.

2.3 Chemicals and

Equipment

1. DMSO, molecular biology grade.

2. D(+)-Glucose. Dissolve 40 g in 100 mL of aH2O. Sterilize by
autoclaving.

3. Glycerol, molecular biology grade. Aliquot in glass bottles and
sterilize by autoclaving.

4. L(+)-Arabinose, ≥99% quality grade. Dissolve 10 g in 50 mL of
aH2O and sterilize by filtration through 0.22 μm cellulose
acetate membrane. Store at 4 °C.

5. Dissolve ampicillin (Amp) in aH2O to 50 g/L final concentra-
tion and sterilize by filtration through a 0.45 μm cellulose
acetate membrane. Store at -20 °C.

6. 50 mL conical centrifuge tubes.

7. Black polystyrene 96-well microplates.

8. Bench centrifuge accommodating 50 mL conical centrifuge
tubes.

9. Fluorescence microplate reader and/or fluorescence imaging
system.
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3 Methods

3.1 Outline of the

Assay Cascade

The screening cascade is outlined in Fig. 1. In Step 1, the com-
pounds of interest are assayed for their effect on the fluorescence of
the permeable strain AS19/pGM991, which produces a leadered
eGFP mRNA (Fig. 3), and fluorescence inhibitors are selected.

All compounds that interfere with fluorescence expression,
irrespective of their molecular target(s), and generically toxic mole-
cules will be positively selected at this stage. However, since mole-
cules that affect transcription and translation seem to be
preferentially picked by the assay [14], they may be enriched
among compounds passing Step 1. The panel of inhibitors identi-
fied in Step 1 is then assayed with the permeable strain AS19/
pGM999, which expresses the leaderless eGFP mRNA variant
(Fig. 3). It should be noted that the difference between the bacte-
rial strains used in these stages of the screen cascade is limited to the
translation initiation region of the reporter eGFP mRNAs. Thus,
most molecules selected in Step 1 will inhibit fluorescence also in
Step 2. Conversely, inhibitors of the S1-dependent step of transla-
tion initiation (canonical initiation inhibitors, CIIs) should not
affect the synthesis of the CI-eGFP reporter protein and, in turn,
strain fluorescence (Table 1). Thus, Step 2 confers high mechanism
specificity on the screen. Lastly, in Step, 3 the compounds of
interest are assayed for their effect on the fluorescence of strain
DH10B/pGM991 to assess their penetration in E. coli cells
endowed with normal permeability.

Fig. 3 Structure of reporter constructs. The structure of the cassettes expressing
either the leadered (pGM991) or the leaderless (pGM999) mRNA is shown on the
left. Arrows, araBp promoter; line, recA 5′-UTR; boxes, chimeric recA-eGFP and
cI-eGFP ORFs. The shadowed parts represent the portions of the two constructs
encompassing recA and cI open reading frames. (Figure reprinted and modified
from Ref. [15])

Table 1
Expected performance of translation initiation inhibitors in the assay steps

Step strain eGFP mRNA CII effect on fluorescencea

1 AS19/pGM991 leadered <

2 AS19/pGM999 leaderless none

3 DH10B/pGM991 leadered <
aCII canonical initiation inhibitors, < fluorescence decrease
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3.2 Fluorescent

Assay Protocol

1. Streak AS19/pGM991 from the glycerol stock stored at -80 °
C on LD-Agar plates with 100 mg/L Amp. Incubate 16–20 h
at 37 °C.

2. Transfer bacteria from the streak plate to a glass tube contain-
ing 5 mL of LD supplemented with 100 mg/L Amp by touch-
ing three to four colonies with a sterile loop and inoculating
them into the broth. Incubate at 37 °C in a rotatory device for
16–20 h (see Note 1).

3. Dilute the stationary cultures to OD600 = 0.1–0.12 in 50 mL
of M9 supplemented with 100 mg/l Amp and 0.4% glucose in
a 250 mL flask. Incubate the flask at 37 °C with agitation at
120 rpm in a rotatory shaker for about 3 h (see Note 2).

4. Pour the culture in a 50 mL conical centrifuge tube and centri-
fuge at 2260 × g for 15 min at room temperature in a bench
centrifuge. After carefully discarding the supernatant, resus-
pend the bacterial pellet in M9 to final OD600 between 0.8
and 1.

5. Dispense 110 μL aliquots of the cell resuspension into the wells
of a black polystyrene 96-well microplate. Add 3 μL of DMSO
in the first column wells (control samples) and the compounds
to be tested diluted in DMSO in the other wells of the screen-
ing microplate. Incubate the microplate at 37 °C 15 min (see
Note 3).

6. Add 10 μL of M9 supplemented with either 2.4% glycerol in
four control wells (not induced samples) or 2.4% arabinose,
which induces transcription of the reporter gene, in all the
others. Incubate the plate 3 h at 37 °C in the dark with slow
agitation (see Note 4).

7. After incubation, measure the fluorescence by means of a
microplate reader (see Note 5) and/or acquire the microplate
image with an imaging system (see Note 6). An example of a
screening microplate image is shown in Fig. 4.

8. Compounds that affect the sample fluorescence (Table 1; see
Note 7) enter Step 2.

9. Screen the compounds selected in Step 1 with strain AS19/
pGM999 according to the experimental procedure described
above (from Subheading 3.2, steps 1–7; see Note 8).

10. At the end of the procedure, identify compounds that do not
affect sample fluorescence (Table 1). Such compounds, which
should target translation initiation, can be then tested for their
effect on the fluorescence of strain DH10B/pGM991 (once
again, according to the experimental procedure described
above from Subheading 3.2, steps 1–7) to assess whether
they can enter a strain with a normal permeability (Step 3 in
Fig. 1; Table 1).
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Fig. 4 Fluorescent whole cell assay: an example of a screening microplate.
Cultures of AS19/pGM991 were grown and aliquoted in a 96-well microplate as
described in the Methods section. 3 μL of 80 heterogeneous compounds in
DMSO solution were transferred into the test wells of the screening plate (T) and
mixed with the cell resuspension. In the control column (C), 3 μL of DMSO were
added to the cell samples. After 3 h at 37 °C, the plate image was acquired with
a VersaDoc Imaging system 4000MP (Bio-Rad). C– wells, cells resuspended in
M9 + 0.2% glycerol, transcription of the recA-eGFP reporter off; C+ and T wells,
cells in M9 + 0.2% arabinose, transcription of the reporter induced.
(Figure reprinted and modified from Ref. [15])

4 Notes

1. In these conditions, cultures of AS19 and DH10B strains
carrying either pGM991 or pGM999 usually reach an OD600

between 2.5 and 3.5 after the overnight incubation.

2. The AS19 derivatives exhibit a long lag phase and their OD600

less than double in this time span. Cultures exhibiting optical
density decrease should be discarded as this could be due to cell
lysis, an event that we have sporadically observed upon dilution
in M9 of these strains.

3. In the HTS campaign, 8 μL of cell resuspension prepared as
described were aliquoted in 1536-well plates, and the com-
pounds (1 μL of a 100 μM solution in DMSO) were added.
Induction was performed by adding 1 μL of M9 supplemented
with 1.8% arabinose.

4. We usually place the microplate on an orbital shaker set at
50 rpm in the dark. No significant growth of the cultures
occurs in these conditions. This may explain why the assay
seems to be more sensitive to inhibitors of gene expression
than to compounds that affect the growth by interfering with
other processes [14].

5. A microplate reader for fluorescence detection equipped with
485/530 nm excitation/emission filters can be used.

6. We select Alexa 488 (530BP Blue Led) as the Fluorophore and
500–600 s as exposure time in our imaging system.
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7. We consider as inhibitors compounds that reduce fluorescence
to the 30% or less of that of the positive controls (induced
samples without any added compound).

8. Induced control cultures of AS19/pGM999 show threefold to
fourfold lower fluorescence than AS19/pGM991 ones [14].
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Chapter 17

Bacterial Two Component Systems: Overexpression
and Purification: In Vitro and In Vivo Inhibitor Screens

Alina Dietrich, Mike Gajdiss, Michael Türck, Ian Monk,
and Gabriele Bierbaum

Abstract

Bacterial histidine kinases are promising targets for new antimicrobial agents. In antibacterial therapy, such
agents could inhibit bacterial growth by targeting essential two-component regulatory systems or resensi-
tize bacteria to known antibiotics by blocking stress responses upon cell wall or cell membrane damage.
However, (i) activity assays using truncated kinase proteins, that is, the cytoplasmic domains containing the
conserved histidine residue for phosphorylation, have been shown to produce artifacts, and (ii) the purifi-
cation of the full-length histidine kinases is complicated. Here, we describe a standard protocol for the
recombinant expression and purification of functional full-length histidine kinases and other membrane
proteins from Gram-positive bacteria that do not harbor more than two trans-membrane domains in an
Escherichia coli host. This guide also presents in vitro and in vivo phosphorylation assays to screen for new
antimicrobial compounds that target bacterial histidine kinases, either using a traditional radioactively
labeled ATP assay to quantify histidine kinase phosphorylation or Phos-tag acrylamide gel electrophoresis
to examine histidine kinase phosphorylation through mobility shift in the polyacrylamide gel. In addition,
we describe the use of Phos-tag combined with a western blot approach to visualize the phosphorylation of
a response regulator in vivo.

Key words Two-component regulatory system, Histidine kinase, Purification, Response regulator,
Kinase inhibitor, Antimicrobial compound, Phosphorylation, Phos-tag, Western blot, FLAG-tag

1 Introduction

Recent research into sensory perception by bacteria has yielded a
wider understanding for the role of two-component regulatory
systems (TCS) [1, 2]. Bacteria adapt and respond to environmental
stimuli, with the relay of external messages being conducted by
TCS that act as stimulus-response coupling mechanisms. In their
simplest form, TCS are composed of two proteins: a membrane-
bound histidine kinase and a cognate cytoplasmic response regula-
tor. The response regulator elicits changes in gene expression
through interaction with specific DNA binding sites. Several studies
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have proposed that essential two-component systems could be
novel targets for antimicrobial compounds [3–5]. In addition, the
inhibition of a nonessential TCS can impair the ability of a patho-
gen to respond to antimicrobial stress, thereby resensitizing it to
established antibiotics. For example, methicillin resistance in Staph-
ylococcus aureus, which causes still one of the most frequent noso-
comial infections, is abolished after inactivation of the VraSR TCS
[6]. Inhibition of one or more histidine kinases in combination
with existing antibiotics could offer new treatment options. The
identification of new histidine kinase inhibitors requires the pro-
duction of the full-length protein either in the native context within
the bacterium or through the incorporation of the histidine kinase
in detergent solubilized micelles [7, 8].
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The following guide describes a standard protocol for the
recombinant expression and purification of functional full-length
histidine kinases and other membrane proteins from Gram-positive
bacteria that do not harbor more than two trans-membrane
domains, using a detergent and ultracentrifugation to separate
membrane-bound proteins from cytosolic proteins.

Phosphorylation assays can be performed using labeled ATP
molecules that contain the isotopes 32P or 33P at the γ-position,
followed by a sodium dodecyl sulfate polyacrylamide
gel-electrophoresis (SDS-PAGE) and exposure of the gel to auto-
radiography with a conventional x-ray film or a more sensitive
phosphorus imaging plate. Phosphorylation of a histidine kinase
can also be detected using Phos-tag acrylamide as an additive to
SDS-PAGE gels [9]. This compound complexes phosphorylated
proteins using manganese ions, leading to a mobility shift of phos-
phorylated proteins. The bands are detected with conventional
staining methods, and the amount of phosphorylated protein can
be directly compared to the amount of non-phosphorylated protein
(Fig. 1). Both methods also enable observation of the phospho-
transfer to a response regulator to detect compounds that inhibit
the phosphotransfer reaction.

We also present a standard protocol to visualize the phosphor-
ylation status of a response regulator in vivo. A gene fusion of the
response regulator of interest with the FLAG-tag coding region is
constructed with phosphorylation followed by Phos-tag SDS
PAGE and subsequent western blotting with a specific anti-FLAG
antibody [10]. This method takes advantage of the high sensitivity
of western blotting. It allows the visualization of potential kinase
inhibitor activity on a specific response regulator in vivo, under
non-altered expression conditions and in the presence of all
known and unknown regulatory factors for the TCS of interest.
Here, we used the essential WalR response regulator from S. aureus
as a model protein for the description of in vivo phosphorylation.
This text is an updated and extended version of Chapter 15 in the
first edition of this book [11].
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Fig. 1 Phos-tag PAGE of the truncated cytoplasmic variant of a histidine kinase
with increasing concentrations of putative inhibitory compounds. Assay was
performed as described in Subheading 3.3 and was stained with Coomassie
Brilliant Blue R250. The decreasing band intensity of both, the phosphorylated
(HK~P) and the non-phosphorylated (HK) histidine kinase, results from an
aggregation of the proteins caused by compound A, preventing migration in
the acrylamide gel. The ratio of phosphorylated to non-phosphorylated protein
does not change significantly, which indicates that the tested compound is not a
specific kinase inhibitor that prevents autophosphorylation. To test this side
effect, a truncated cytoplasmic variant of the kinase must be used that does not
need detergent micelles to autophosphorylate. The addition of Triton X-100
would lead to a separation of the proteins and an aggregation would remain
unrevealed. Compound B decreases the ratio of phosphorylated to
non-phosphorylated protein but allows the kinase to migrate through the gel
even at high concentrations. An inhibition of the autophosphorylation without the
formation of protein aggregates occurs. (Figure reprinted from Ref. [11])

2 Materials

2.1 Expression and

Purification of a

Recombinant Full-

Length Histidine

Kinase in Escherichia

coli

Prepare all solutions in deionized water unless indicated otherwise.

1. Lysogeny broth (LB): 10 g/L tryptone, 5 g/L yeast extract,
10 g/L NaCl, pH 7.5. Autoclave (see Note 1).

2. 1 M isopropyl-β-D-thiogalactoside (IPTG): Sterilize by filtra-
tion before adding to the culture.

3. 2 M Imidazole: Store at 4 °C.

4. 250 mM DDM (n-Dodecyl β-D-maltoside): Store at 4 °C (see
Note 2).

5. Lysis buffer 1: 50 mM NaH2PO4, 300 mM NaCl, 10 mM
imidazole, 2 mM β-mercaptoethanol, 30% (v/v) glycerol, pH
8. Dissolve NaH2PO4 and NaCl in 30% glycerol and add the
appropriate amount of imidazole solution. Cool down to 4 °C,
add β-mercaptoethanol prior to use and adjust to pH 8. Steril-
ize by filtration (see Note 3).
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6. Lysis buffer 2: 50 mM NaH2PO4, 300 mM NaCl, 20 mM
imidazole, 40 mM DDM, 2 mM β-mercaptoethanol, 30%
(v/v) glycerol, pH 8. Dissolve NaH2PO4 and NaCl in 30%
glycerol and add the appropriate amount of the imidazole and
DDM solutions. Cool down to 4 °C, add β-mercaptoethanol
prior to use and adjust to pH 8. Sterilize by filtration.

7. Wash buffer 1: 50 mM NaH2PO4, 300 mM NaCl, 20 mM
imidazole, 4 mM DDM, 2 mM β-mercaptoethanol, 30% (v/v)
glycerol, pH 8. Prepare as for lysis buffer 2.

8. Wash buffer 2: 50 mM NaH2PO4, 300 mM NaCl, 40 mM
imidazole, 4 mM DDM, 2 mM β-mercaptoethanol, 30% (v/v)
glycerol, pH 8. Prepare as for lysis buffer 2.

9. Elution buffer: 50 mM NaH2PO4, 300 mM NaCl, 300 mM
imidazole, 4 mM DDM, 2 mM β-mercaptoethanol, 30% (v/v)
glycerol, pH 8. Prepare as for lysis buffer 2.

10. Lysozyme: 100 mg/mL. Store at -20 °C.

11. Benzonase (see Note 4).

12. Ni-NTA affinity resin.

13. Polypropylene column, 1mL.

14. Dialysis buffer: 50 mM HEPES (N-2-Hydroxyethylpipera-
zine-N’-2-ethanesulfonic acid), 200 mM KCl, 50% (v/v) glyc-
erol, pH 8. Autoclave.

15. Slide-A-Lyzer™ Dialysis Cassettes, 10K MWCO, 0.5 mL.

16. Syringe with needle: 1 mL syringe with 0.9 × 70 mm needle.

17. Reagent using the Bradford method to determine the protein
concentration.

2.2 Phosphorylation

Assay Using

Radioactively Labeled

ATP

1. 85 mM Triton X-100.

2. 1 M DTT (Dithiothreitol): Create small aliquots and store at
-20 °C.

3. 5× Phosphorylation buffer: 250 mM HEPES, 2.5 M KCl,
25 mM MgCl2, 2.5 mM DTT, 17.5% (v/v) glycerol, pH
8. Add DTT solution to an aliquot of buffer prior to use and
discard the buffer afterward. Sterilize by filtration (seeNote 5).

4. 33P-ATP ([γ-33P]Adenosine 5′-triphosphate), Specific activity:
>111TBq (3000Ci)/mmol

5. 2× Laemmli Sample Buffer. Add 1:20 β-mercaptoethanol prior
to use.

6. Quality precast 10% Bis-Tris gels, 1.0 mm, 10–15 well (see
Note 6).

7. 20× MOPS SDS Running Buffer: 1 M MOPS, 1 M Tris base,
2% SDS, 20 mM EDTA.

8. Prestained protein ladder.
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9. Storage Phosphor Screen and exposure cassette or conven-
tional X-ray films.

10. Phosphor imager.

11. Coomassie staining solution: 45% (v/v) methanol, 10% (v/v)
acetic acid, 0.25% (w/v) Coomassie Brilliant Blue R250. Mix
vigorously after adding Coomassie Brilliant Blue and before
every staining procedure.

12. Destaining solution: 45% (v/v) methanol, 10% (v/v)
acetic acid.

2.3 Phosphorylation

Assay Using Phos-tag

Acrylamide

1. 40% acrylamide/bisacrylamide (37.5:1).

2. Resolving gel solution: 3 M Tris base, pH 8.5. Store at 4 °C.

3. 10 mM MnCl2: Dissolve in MilliQ water. Store at 4 °C.

4. 5 mM Phos-tag acrylamide (Wako Pure Chemical Industries)
in 3% methanol: Dissolve in methanol first by vortexing vigor-
ously. Add ultrapure water, vortex and store at 4 °C (see Note
7).

5. Ammonium persulfate: 21 mg/mL in ultrapure water. Create
solution prior to use.

6. TEMED (N,N,N′,N′-Tetramethylethylendiamine).

7. 2-propanol.

8. Stacking gel solution: 1 M Tris base, 0.8% SDS (sodium dode-
cyl sulfate). Store at 4 °C.

9. 10 mM ATP (Adenosine 5′-triphosphate): Dissolve in MilliQ
water. Store at -20 °C.

10. 20% SDS. Store at room temperature (see Note 8).

11. SDS-PAGE running buffer: 25 mM Tris base, 192 mM gly-
cine, 0.1% (w/v) SDS. Create a stock solution without SDS
and store at 4 °C. Add 0.1% SDS (final concentration) to the 1×
solution.

12. Coomassie staining solution: 45% (v/v) methanol, 10% (v/v)
acetic acid, 0.25% (w/v) Coomassie Brilliant Blue R250. Mix
vigorously after adding Coomassie (see Note 9).

13. Destaining solution: 45% (v/v) methanol, 10% (v/v)
acetic acid.

2.4 Construction of

WalR-FLAG Tagged

Strains

1. E. coli strain IMxxB (specific for the target S. aureus clonal
complex).

2. Plasmid pIMAYZ with tag construct inserted. Temperature-
sensitive plasmid for allelic exchange.

3. BHI (Brain Heart Infusion) broth: 37 g/L, Oxoid or BBL.
Autoclave.

4. BHIS: BHI broth (autoclaved) with 500 mM sucrose added,
filter sterilized through 0.2 μM filter.
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5. MilliQ water, autoclaved.

6. 10% glycerol (w/v) in MilliQ water, filter sterilized through
0.2 μM filter. Store at 4 °C.

7. 10% glycerol (w/v) with 500 mM sucrose added, filter steri-
lized through 0.2 μM filter.

8. BHIA: BHI agar: 37 g/L BHI, 15 g/L agar; BHIA-X: BHIA
with 100 μg/mL X-gal; BHIA-CX: BHIA with 10 μg/mL
chloramphenicol and 100 μg/mL X-gal. Autoclave.

9. 100mg/mL X-gal (5-Bromo-4-Chloro-3-Indolyl β-D-Galacto-
pyranoside): dissolve in dimethylformamide, store at -20 °C.

10. 10 mg/mL chloramphenicol dissolved in ethanol, stored at
-20 °C.

11. Phosphate buffered saline (PBS): 137 mMNaCl, 2.7 mMKCl,
10 mM Na2HPO4, 1.8 mM KH2PO4. Autoclave.

12. 1 mm electroporation cuvettes.

13. Gene Pulser Xcell Microbial Electroporation System or
BTX630.

14. Hot Start DNA polymerase.

15. Oligonucleotides to amplify the walR/walK region from
NRS384 (USA300 isolate) up and downstream of the FLAG
tag.

IM13 5′-TGACGCGTAGAGGCGTTGGATATTTCC-3′;

IM181 5′-TTTTTCAAGGTTATTTGTAAAATATAACCC-3′.

16. 10 mg/mL Lysostaphin: Dissolved in sterile water (see Note
10). Freeze at -20 °C.

17. Genomic DNA purification kit.

2.5 In Vivo

Phosphorylation Assay

Using Phos-tag

Acrylamide and

Western Blotting

Prepare all solutions in double deionized water (ddH2O/MilliQ
water) unless indicated otherwise.

1. TSB (Tryptic soy broth), autoclaved.

2. 1:1 ethanol/acetone, ice cold.

3. Sterile double-distilled water.

4. Tris-buffered saline (TBS): 50 mM Tris base, 150 mM NaCl,
pH 7.5.

5. Precellys24 Tubes and glass beads (0.1 mm).

6. Reagent using the Bradford method to determine the protein
concentration.

7. Transfer buffer: 25 mM Tris base, 192 mM glycine, 20%
MeOH, pH 8.3 (see Note 11).

8. Transfer buffer with EDTA: Transfer buffer, 10 mM EDTA.

9. TBS-T: TBS, 0.05% Tween 20.
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10. Immun-Blot® PVDF membrane for protein blotting (seeNote
12).

11. Blotting papers (7.5 × 10 cm, extra thick blot paper).

12. Ethanol.

13. Blocking buffer: TBST, 5% Easy Blocker (see Note 13).

14. Anti-FLAG M2-HRP (Sigma, A8592).

15. ECL substrate solution, for example, Western Sure® PRE-
MIUM Chemiluminescent Substrate (LI-COR (see Note 14).

3 Methods

3.1 Recombinant

Expression and

Purification of a Full-

Length Histidine

Kinase in Escherichia

coli (see Note 15)

1. In a 5 L Erlenmeyer flask, inoculate 1 L of LB containing the
appropriate antibiotic(s) with 10 mL of an overnight culture of
the expression strain and incubate in a water bath at 37 °C and
constant shaking at 100 rpm. Observe the growth by measur-
ing the absorbance at 600 nm with a spectrophotometer (see
Note 16).

2. When the culture has reached an OD600 of 0.5, induce the
expression of the protein by the addition of 1 M IPTG solution
(final concentration: 1 mM).

3. Adjust the temperature in your water bath to 30 °C and incu-
bate the culture for another 16–20 h.

4. Cool down the centrifuge to 4 °C.

5. Harvest the cells by centrifuging the culture at 7000 × g for
10 min. Decant the supernatant.

Perform all the following steps on ice or in the cold room.

6. Resuspend the pelleted cells in 20 mL lysis buffer 1 and transfer
the solution to a sterile 50 mL conical centrifuge tube (seeNote
17). The volume should now be around 25 mL. At this point,
the lysate can be stored at -20 °C if desired.

7. Add 250 μL of a 100 mg/mL lysozyme solution (final concen-
tration: 1 mg/mL) and vortex.

8. Add Benzonase to a final concentration of 25 U/mL and
vortex.

9. Incubate the lysate for 30 min on ice.

10. Lyse the cells by ultrasonication on ice or with the cooling
module (if available) to avoid heating of the lysate. Conduct
10–15 pulses of 10 s with 30 s of breaks between the pulses.
Pulse number and duration are dependent on the strength of
the sonicator. Stop the sonication immediately when the
lysate starts to foam.
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11. Addmore benzonase at this point if the lysate is too viscous. If
added, an additional 30-min incubation is required.

12. Centrifuge the lysate at 15,000 × g for 10 min at 4 °C. Set the
brake of the centrifuge to a low value to prevent detaching of
the pellet from the wall of the tube.

13. Transfer the supernatant to a fresh 50 mL conical centrifuge
tube and repeat the centrifugation step twice to remove as
much of the cell debris as possible (see Note 18).

14. Transfer the supernatant to ultracentrifugation tubes (see
Note 19).

15. Ultracentrifuge at 218,000 × g at 4 °C for 60 min and decant
the supernatant.

16. Pipette 4 mL of lysis buffer 2 to the pellet and gently release the
pellet from the centrifuge tube wall using a clean glass rod or
spatula. Transfer the released pellet by decanting it with the
buffer into a fresh 50 mL conical centrifuge tube.

17. Resuspend the pellet with a small stir bar for 30–60 min (see
Note 20) and transfer to a clean ultracentrifugation tube.

18. Ultracentrifuge the lysate for 30min at 218,000 × g at 4 °C and
transfer the supernatant to a fresh 50 mL conical centrifuge
tube. At this point, the lysate can be stored at –20 °C if desired.

19. Add 1 mL Ni-NTA affinity resin to the lysate and let it stir
gently for 2 h at 4 °C.

20. Equilibrate a polypropylene column with 1–2 mL lysis buffer
2, avoiding formation of bubbles (see Note 21).

21. Load 5 mL of the lysate/resin mixture onto the polypropylene
column containing lysis buffer 2. Open the lower cap of the
column and let the buffer run out until the formation of a resin
column is visible. Add the rest of the mixture and collect the
flow-through (see Note 22).

22. Let the entire lysate run through, but do not let the column
run dry.

23. Wash the column with 5 mL of wash buffer 1 and then with
5 mL of wash buffer 2. Collect both fractions separately.

24. Elute the protein with 6× 200 μL aliquots of elution buffer and
collect each fraction.

25. Immediately add 80 μL of glycerol to each eluted fraction (final
percentage: 40%), mix and freeze the samples at -20 °C.

26. Perform an SDS-PAGE with 10 μL of each fraction collected.
The protocol for casting the Phos-tag acrylamide gel described
in Subheading 3.3 can be used for a conventional SDS-PAGE,
but omit the addition of the Phos-tag acrylamide and the
MnCl2.
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27. When the dye front has reached the end of the gel, stop the
electrophoresis and take the gel out of the cassette.

28. Wash the gel in deionized water for 5 min and incubate it for
30 min in the staining solution with gentle agitation.

29. Wash the stained gel in deionized water for 5 min and destain
for 2 h in destaining solution. Leaving the gel overnight in
deionized water with gentle agitation will help to reduce the
background.

30. Choose the fractions with the highest yields of your protein for
dialysis (see Note 23).

31. Pipette one or two eluted fractions into a dialysis cassette
(Slide-A-Lyzer™ Dialysis Cassettes, 10K MWCO, 0.5 mL)
with a syringe. Attach the cassette to a float buoy and incubate
in 400 mL of dialysis buffer for 2 h at 4 °Cwith constant gentle
stirring.

32. Discard the dialysis buffer and repeat the dialysis step with fresh
buffer for another 2 h.

33. Change the dialysis buffer again and incubate for 16 h.

34. Use a syringe to recover the protein from the dialysis cassette
and store the dialyzed protein at –20 °C.

35. Determine the concentration of the dialyzed protein using the
Bradford protein assay.

3.2 Phosphorylation

Assay Using

Radioactively Labeled

ATP

The following protocol is an example for a radioactive phosphory-
lation assay with a sample volume of 10 μL to test an inhibiting
compound at different concentrations (see Note 24).

1. Pipette ultrapure water, 1 μg of the histidine kinase, 1 μL
85 mM Triton X-100 (final concentration: 8.5 mM) and 2 μL
5× phosphorylation buffer to each reaction tube (seeNote 25).

2. Add 1 μL of different dilutions of the compound (histidine
kinase inhibitor) to each reaction and incubate for 10 min at
15 °C (see Note 26).

3. Add the desired volume of 33P-ATP to each reaction and
incubate for 30 min at 15 °C (see Note 27).

4. Stop the reaction with 10 μL 2× Laemmli SDS sample buffer
with 1:20 β-mercaptoethanol (see Note 28).

5. Load the samples and 2 μL of prestained protein ladder to a
Bis-Tris precast gel, and add the according MOPS SDS run-
ning buffer. Run at a constant voltage of 180 V for approxi-
mately 1 h until the dye front reached the end of the gel.

6. Disassemble the gel cassette and cut approximately 1 cm from
the upper and the lower end. Use the pre-stained bands of the
protein marker as a guide to ensure that the region where you
expect the protein bands remains intact (see Note 29).
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7. Heat seal the gel into a translucent small autoclave bag.

8. Expose the gel to a storage phosphor screen or x-ray film.
Phosphor imaging plates are much more sensitive, an exposure
time of 30–90 min should be sufficient. An overnight exposure
is recommended for x-ray films (see Note 30).

9. Scan the phosphor imaging plate using a phosphor imager or
develop the x-ray film.

10. After autoradiography, wash the gel in deionized water for
5 min and incubate it for 30 min in the staining solution with
gentle agitation (see Note 31).

11. Wash the gel in deionized water for 5 min and destain for 2 h in
destaining solution. Leaving the gel overnight in deionized
water with gentle agitation will help to reduce background.

12. Heat seal the gel in a translucent plastic bag and scan to obtain
a high-quality digital image.

13. For a more precise analysis, use the software provided with the
storage phosphor screen or any other quantification software
to identify the intensity of the bands. The phosphorylation
activity can be defined as the intensity of the radioactive band
per protein band. Use the control sample without the inhibitor
as a reference to analyze any reduction of autophosphorylation
activity (see Note 32).

3.3 Phosphorylation

Assay Using Phos-tag

Acrylamide

Casting of a resolving (7%) gel containing 50 μM Phos-tag acryl-
amide and 100 μM MnCl2 with a total gel volume of 8 mL
(or 7.5 mL for the 8% resolving gel) and a 4% stacking gel with a
volume of 4 mL (see Notes 33 and 34). Cast an 8% resolving gel
with a total gel volume of 7.5 mL for western blotting, containing
the Phos-tag acrylamide MnCl2-concentrations above (see values in
brackets and Note 34).

1. Mix 5.11 mL (4.53 mL) ultrapure water, 1.4 mL (1.5 mL) of
40% (w/v) acrylamide/bisacrylamide (37.5:1), 1.33 mL
(1.25 mL) of the resolving gel solution, 80 μL (75 μL) of
10mMMnCl2 and 80 μL (75 μL) of 5 mMPhos-tag acrylamide
in a 50 mL conical centrifuge tube and vortex. Adjust the
volumes when you have a different resolving gel volume (see
Note 35).

2. Ensure you have the gel casting apparatus prepared under a
fume hood before continuing with the next steps (see Note
36).

3. Add 104 μL (97.5 μL) of 21 mg/mL APS and 5.36 μL
(5.03 μL) of TEMED to the resolving gel and vortex (see
Note 37).

4. Pipette the mixture quickly between the glass plates, while
avoiding formation of bubbles.
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5. Overlay the gel with 1 mL 2-propanol and leave it to polymer-
ize for 30 min.

6. Decant the 2-propanol from the casting apparatus and allow it
to evaporate for a few minutes.

7. Mix 3.12 mL ultrapure water, 0.4 mL of 40% (w/v) acrylam-
ide/bisacrylamide (37.5:1) and 0.48 mL of the stacking gel
solution in a 50 mL conical centrifuge tube and vortex.

8. Add 128 μL of 21 mg/mL APS and 3.2 μL of TEMED and
vortex.

9. Pipette the mixture onto the resolving gel and fill up the gel
cassette. Insert the well comb immediately and let the stacking
gel polymerize for 30 min.

10. Transfer the Phos-tag gel from the casting apparatus into the
electrophoresis cell. Fill the inner and the outer tank with
SDS-PAGE running buffer and remove the well comb carefully
from the gel.

11. Perform the phosphorylation assay of the kinase as described in
Subheading 3.2 for the radioactive assay but use
non-radioactive ATP.

12. Add 1 μL of the 10 mM ATP solution to start the phosphory-
lation reaction (see Note 38).

13. Load the samples into the wells and run the gel at a constant
current of 30 mA. Phos-tag gels run more slowly than a con-
ventional acrylamide gel, and it takes about 2 h for a run to
complete. The voltage will increase continuously (see Note
39).

14. When the dye front reaches the end of the gel, stop the elec-
trophoresis and take the gel out of the cassette.

15. Perform the staining and destaining as described above in
Subheading 3.1 for the SDS PAGE (seeNote 40). For western
blotting, leave the gel unstained and continue with step 13 in
Subheading 3.5.

3.4 Construction of

the WalR-FLAG Strain

1. In a 250 mL Erlenmeyer flask, inoculate 50 mL of BHI broth
to an OD600 of 0.5 with an overnight culture of the target
S. aureus strain, incubate in a water bath at 37 °C with constant
shaking at 200 rpm and grow to an OD600 of 1 (~40 min).

2. Centrifuge at 7000 × g at 4 °C for 5 min to pellet the cells.
Wash the pellet twice with 50 mL of ice cold MilliQ water and
once with 10 mL of ice cold 10% glycerol. Finally, resuspend
the pellet by pipetting with 1 mL of 10% glycerol and then
make up to 10 mL. Centrifuge and resuspend the pellet in 10%
glycerol and dispense in five equal aliquots. Freeze the electro-
competent cells at -70 °C.
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3. Thaw electro-competent cells on ice (~5 min), centrifuge at
5000 × g for 3 min at room temperature and pipette off the
supernatant. Resuspend the cells in 80 μL of room temperature
10% glycerol with 500 mM sucrose by pipetting.

4. Add 1–5 μg of the purified pIMAYZ allelic exchange construct
(up to 10 μL) (see Note 41) isolated from the correct IMxxB
E. coli strain (see Note 42) to obtain the maximal transforma-
tion efficiency. Transfer the cells to a 1 mm electroporation
cuvette at room temperature and pulse at 2.1 kV/cm, 100 Ω,
and 25 μF. Immediately add 1 mL of BHIS, pipette up and
down three times, transfer to a sterile tube and incubate at
28–30 °C with shaking at 200 rpm for 1 h.

5. Spread plate 100 μL of the regenerated cells onto BHIA-CX
and incubate at 30 °C for 24–48 h. Centrifuge (7000 × g
for 5 min) the remaining ~900 μL, resuspend the pellet in
100 μL of BHIS and spread plate onto BHIA-CX and incubate
at 37 °C for 18–24 h.

6. In some strains of S. aureus, for example, Newman or JE2,
“direct” integration of pIMAYZ can be selected on the 37 °C
plate as larger blue colonies in a lawn of yellow/white colonies.
Single colony purify (SCP) the blue colonies on BHIA-CX and
incubate overnight at 37 °C. If “direct” integration is not
possible (called the “slow” protocol), homogenize a colony
from the 30 °C plate in 200 μL of PBS and serially dilute to
10-4. Spread plate 100 μL of the undiluted and spot plate
10 μL of the dilutions on separate BHIA-CX plates. Incubate
at 37 °C overnight. SCP six blue colonies on BHIA-CX and
incubate at 37 °C overnight.

7. From the SCP integration plates (either “direct” or from the
“slow” protocol), pick two colonies, inoculate into separate
10 mL BHI broths and grow overnight at 30 °C with shaking
at 200 rpm. Serially dilute the overnight broths in PBS to 10-6,
plate 50 μL of the 10-5 and 10-6 dilution onto BHIA-X and
incubate at 37 C overnight.

8. Preform colony PCR on white colonies (see Note 43), SCP
onto BHIA-X and incubate overnight at 37 °C. Run the PCR
on a 2% agarose gel with the wild-type product at 174 bp and
the WalR-FLAG clones exhibiting a shift to 245 bp.

9. From positive WalR-FLAG containing clones, inoculate 10 mL
BHI broths, incubate overnight at 37 °C with shaking at
200 rpm. Isolate genomic DNA with a Genomic DNA purifi-
cation kit, including 10 μg/mL lysostaphin (in the lysis step).
Repeat PCR on genomic DNA, stock correct clones at -70 °C
and whole genome sequence (e.g., Illumina, Nanopore or
PacBio) (see Note 44).
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3.5 In Vivo

Phosphorylation Assay

Using Phos-tag

Acrylamide and

Western Blotting

1. In a 3 L Erlenmeyer flask, inoculate 1 L of TSB with 1 mL of an
overnight culture of the test strain that produces theWalR-Flag
fusion and incubate in a water bath at 37 °C and with constant
shaking (60 rpm). Observe the growth by measuring the absor-
bance at 600 nmwith a spectrophotometer every 30 min. If the
phosphorylation status of two or more strains is compared, the
OD600 of the pre-culture should be measured to adjust the
starting-OD600 to the same value.

2. Set the centrifuge temperature to 4°C.

Perform all following steps on ice or in the cold room.

3. Take samples of the cultures at 120, 150, 180, 210, 240, 300,
and 360 min after inoculation, which should comprise samples
from exponential to the early stationary phase of growth (see
Note 45). The harvested volume depends on the OD600

reached at this specific time point in the growth curve (see
table 1) (see Note 46).

4. Immediately mix the sample volume 1:1 in ice-cold ethanol/
acetone. This prevents further modulation of the phosphoryla-
tion status of the observed response regulator.

5. Harvest the cells by centrifuging the culture at 7300 × g for
5 min at 4 °C. Decant the supernatant.

6. Resuspend the pellet in 20 mL MilliQ water, transfer the
solution to a sterile 50 mL conical centrifuge tube. Centrifuge
at 14,580 × g for 5 min at 4 °C and decant the supernatant. At
this point, the pellet can be stored at -20 °C (see Note 17).

7. Prepare Precellys24 tubes with 0.1 mm glass beads. The ratio
of cell suspension to glass beads should be 1:3 (v/v). Resus-
pend the cell pellets in 250 μL TBS and transfer the cell
suspension into the Precellys24 tubes.

Table 1
Assignment of measured OD600 of the main culture and harvested culture
volume

OD600 Culture volume harvested [mL]

0.125 150

0.25 100

0.5 50

0.8 25

1.2 20

2.5 10
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8. Disrupt the cells by bead beating (3 × 30 s at 5000 rpm, with
pauses of 120 s).

9. Centrifuge the cell lysate at 7380 × g for 5 min at 4 °C and
transfer 100 μL into a sterile 1.5 mL reaction tube. Repeat the
centrifugation step to remove as much of the cell debris/glass
beads as possible and transfer 80 μL of the supernatant into a
fresh 1.5 mL reaction tube.

10. Determine the protein concentration of the lysate using the
Bradford protein assay.

11. Use 10 μg protein per sample, make up to 10 μL with TBS
and add 10 μL 2× Laemmli SDS sample buffer with 1:20
β-mercaptoethanol (see Note 28). Freeze the samples or run
the Phos-tag gel immediately.

12. Cast and run a Phos-tag gel as described in Subheading 3.3,
then continue as described below.

13. Wash the gel twice in transfer buffer containing EDTA and
once in transfer buffer without EDTA for 20 min each, with
gentle agitation (see Note 47).

14. Meanwhile soak two blot papers in transfer buffer. Wash the
PVDF membrane in ethanol for 30 s and then in water 2 min,
and incubate the PVDF membrane for at least 10 min in
transfer buffer (see Note 48). All washing steps should be
carried out with gentle agitation.

15. Arrange the transfer sandwich as follows for the semidry west-
ern-blot:

Anode – Blot paper – PVDF membrane – Gel – blot paper –
Cathode (see Note 49).

16. Remove air with a blot roller or an empty glass tube and blot
the gel onto the PVDF membrane with 25 Vat 1 A for 60 min.

17. Block the membrane with blocking buffer (0.5 g Easy blocker
in 10 mL TBS-T) in a rotating conical centrifuge tube
overnight.

18. The Anti-FLAG M2-Horseradish peroxidase (HRP) (Sigma,
A8592) is used for detection of the FLAG-tagged WalR,
including the phosphorylated and the non-phosphorylated
protein, which should have been separated by the Phos-tag
SDS PAGE. Add 10 μL of the Anti-FLAG M2-HRP to
10 mL blocking buffer (1:1,000), pour over the PVDF mem-
brane and incubate for 1 h at room temperature with gentle
agitation (see Note 50).

19. Wash the membrane three times for 5 min with 20 mL TBS-T
with agitation to remove unbound antibody (see Note 51).

20. The antibody is visualized by the HRP-activity. Place the mem-
brane in a clean tray, pipette the chemiluminescent substrate



Histidine Kinases as Antimicrobial Targets 327

(we used the Western Sure® Premium Chemiluminescent Sub-
strate (LI-COR) with a volume of 4 mL) directly on the
membrane, incubate for 5 min, and scan the membrane with
high sensitivity (see Note 52).

21. Image the membrane with a chemiluminescent imaging sys-
tem. Determine the relative intensity of the phosphorylated
and non-phosphorylated protein bands and calculate the ratio
(see Note 32).

22. Optimize your sample concentration. The concentration of
your protein of interest might vary throughout the different
growth phases, so the signal intensity of some of your samples
in the western blot might need optimization. Therefore, opti-
mize the sample volumes in two steps:

(a) Calculate the modification factor: Calculate the sum of
the relative intensities of the phosphorylated and
non-phosphorylated band in each lane. Choose the lane
with the optimal signal intensity; here, the sample volume
will be maintained, so the modification factor is 1. For the
residual samples, divide the sum of relative intensities of
the samples by optimal signal intensity. Multiply the orig-
inally used sample volume with this factor.

(b) Limit your sample volume: Divide the sample volume
(we used 10 μL) by the largest sample volume you calcu-
lated in the previous step. Multiply the calculated sample
volumes with this factor. As before, fill up the sample
volume with TBS to a total of 10 μL. Then, repeat the
Phos-tag PAGE and western blot.

4 Notes

1. LB is a standard medium and works fine for most applications.
However, when facing good purity but low yield of the purified
protein, different media can be tested to increase the final cell
weight. Try “terrific broth”: Dissolve 12 g tryptone, 24 g yeast
extract, and 5 g glycerol in 900 mL deionized water. In another
flask, dissolve 2.31 g KH2PO4 (170 mM) and 12.54 g
K2HPO4 (720 mM) in 100 mL deionized water. Autoclave
separately and after cooling mix the components prior to use.
Note that a high cell density does not necessarily result in a
higher protein purity.

2. Other detergents are also suitable and other groups use Triton
X-100. If you are not sure, perform a small-scale screening to
check which detergent works best for your protein.

3. β-Mercaptoethanol decomposes within hours and impacts the
pH, as well as temperature. Let the buffer cool down, add
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β-mercaptoethanol, and adjust the pH prior to use. There are
several guides like this one that describe a purification method.
You need to know the function of every component in your
purification buffer and adjust it to your personal purification
strategy. The method described here however worked well for
all full-length histidine kinases from Gram-positive bacteria we
have tested so far.

4. You can also use DNaseI and RNaseA instead of benzonase
according to the manufacturer’s instructions.

5. Similar to β-mercaptoethanol, DTT decomposes within hours.
Prepare the 5× phosphorylation buffer without DTT and add
DTT to a 1 mL aliquot prior to use and discard the buffer
afterward. You can also create a phosphorylation buffer with-
out KCl and add different concentrations of KCl to the reac-
tions to check which concentration works best.

6. Precast gels are easier to handle when using radioactive
material.

7. Add methanol directly to the tube containing Phos-tag acryl-
amide. It is sticky and must be fully dissolved before use.

8. Without heating it will not dissolve. Use an incubator (~60 °C).

9. This staining method worked best for the gels we created so far.
There are also other staining methods, like silver staining or
Colloidal Blue Staining that uses the more sensitive Coomassie
G250 instead of R250.

10. For us, lysostaphin from Ambi worked best (www.lysostaphin.
com).

11. Transfer buffers without SDS are better. Prepare the buffer the
day before blotting and give it time to cool down to overcome
the heat generated during the transfer of proteins from the gel
to the membrane.

12. The most commonly used membranes are polyvinylidene fluo-
ride (PVDF) and nitrocellulose. PVDF is resilient and stable
and better for protein retention.

13. The addition of a mild detergent in wash and blocking buffers
is helpful to avoid nonspecific bands in the western blots. Give
your blocking buffer time to dissolve. Particulates can be
removed by filtering.

14. Enhanced chemiluminescence (ECL) allows the detection of
pico and femto grams of target protein.

15. The protein should be encoded on a vector with an inducible
promoter (e.g., with IPTG). Novagen’s pET expression sys-
tems always worked well for our requirements and offer a
broad range of different affinity tags and purification strategies.
A C-terminal 6x His-tag without a leader peptide worked well

http://www.lysostaphin.com
http://www.lysostaphin.com
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for the histidine kinases we have tested so far. We also use a
plasmid-encoded chaperone in some of our expression strains
to prevent the formation of inclusion bodies. The so-called
“Walker strains” E. coli C41(DE3) and C43(DE3) are recom-
mended as expression hosts [12]. The cloning strategy is
described in the literature [13].

16. There is no ideal protocol for protein expression/purification,
and it has to be optimized for each protein. The expression can
alter with incubation duration and temperature. Even other
growth conditions like shaking frequency, flask shape or the
apparatus used for incubation can change the expression. It is
recommended to search for the best expression conditions by
performing a small-scale screening. In our case, a large Erlen-
meyer flask with a proportionate low culture volume incubated
in a traditional water bath and a moderate shaking frequency
gave the best results. Observe the growth of your culture after
induction of the expression. When the culture stops growing
after a short time, your protein seems to inhibit growth of the
expression strain. Nevertheless, the expression can still work,
but formation of inclusion bodies can occur.

17. A good trick to overcome the problematic resuspension of big
and sticky cell pellets is to shake two sterile glass marbles
carefully in the centrifuge tube.

18. Removing as much of the cell debris as possible is crucial to
increase the flow rate of the gravity-flow columns. Three cen-
trifugation steps help reduce the contamination with cell
debris.

19. Split the lysate in several small centrifugation tubes if necessary
and combine them afterward.

20. Any remaining cell debris visible as dark residue that cannot be
resuspended will be pelleted in the next
ultracentrifugation step.

21. Any air inclusions around the membrane inside the polypropyl-
ene column slow down the gravity-flow column.

22. Gravity-flow columns can take some time to run through. Do
not use pressure or the resin becomes more compressed, which
will additionally slow down the flow rate.

23. Check for co-purified contaminating proteins. Sometimes frac-
tions that are more pure rather than having the most protein
are the better option to choose.

24. The sample volume is limited to the well size of the SDS-PAGE
gel used and can be increased if needed. A time series measure-
ment of the autophosphorylation activity can be performed
using a bigger volume, taking small samples at different time
points. To test different conditions like temperature or
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concentration of inhibitory substances, small-scale single reac-
tions in small reaction tubes are recommended.

25. Decide how much of the histidine kinase you want to use. A
1 μg aliquot is a good amount to start with, making it easily
detectable by Coomassie stain.

26. Dilute the tested compound to obtain a wide range of concen-
trations in the assay starting with 10 μg/mL and going up to
10 mg/mL. Because many compounds require a special sol-
vent for solubility, use the solvent for dilution and create a
control sample only using the solvent. For many hydrophobic
compounds, DMSO is used, which does not interfere with this
assay in our experience.

27. The signal strength can be adjusted by altering the assay con-
ditions. You can use more radioactive material but note that
this will also increase the background signal. It is recom-
mended to first screen for a suitable signal strength using
different temperatures and incubation times. We have encoun-
tered different properties of each histidine kinase and how they
react to assay conditions and buffer components like alkali salts.
Follow the manufacturer’s instructions to calculate the volume
of labeled ATP needed and create a master mix with ultrapure
water to simplify the pipetting. Try 1 μCi of 33P-ATP for 1 μg
of the kinase and adjust the concentration when the signal
appears too low or too high. For very low activity, 32P-ATP is
an option.

28. We experienced that using 2× L€ammli SDS sample buffer with
1:20 β-mercaptoethanol works best to denature the histidine
kinase to an extent that allows it run mostly as a monomer in
the polyacrylamide gel. Often a weak signal of the histidine
kinase dimer remains visible. Do not boil the samples since this
will lead to dephosphorylation of the kinase.

29. Cutting of the gel is recommended to reduce the background
signal that is present in the wells and the lower end of the gel,
where the unbound ATP remains.

30. Increase the exposure time using the same gel when the signal
appears to be too weak but note that the background will also
increase.

31. It is important to analyze the gel using a conventional acrylamide
gel staining likeCoomassie Brilliant BlueR250 to ensure that the
amount of the histidine kinase does not differ in any of the
samples.

32. ImageQuant TL is the software provided with the phosphor
imaging system from GE Healthcare. GelAnalyzer 2010a is an
alternative software free of charge.
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33. Cast the gels just prior to use. According to the manufacturer’s
instructions Phos-tag acrylamide decomposes within hours.

34. To minimize your background signal, always wear
non-powdered gloves, clean all plates and combs with either
1% SDS or 70% ethanol followed by distilled water then wipe
them dry. Make sure all other equipment like forceps are also
clean.

35. Assemble your gel casting apparatus and check for the exact
volume of the resolving gel using water. This will save some of
the expensive Phos-tag acrylamide.

36. Using adhesive tape at the lower end of the glass plates helps it
to seal properly.

37. The concentration of APS can be increased when facing pro-
blems with polymerization. Use a fume hood when pipetting
TEMED.

38. A screen with different ATP concentrations is recommended to
optimize the assay for each histidine kinase. A high ATP con-
centration will let the histidine kinase work at full capacity.

39. Use a power supply that is able to run a constant current
independently of the voltage. Nevertheless, we always limit
the voltage to a maximum of 160 V to avoid heating of the gel.

40. When the separation of the bands is not satisfactory, increase
the concentration of Phos-tag acrylamide or/and decrease the
total acrylamide/bisacrylamide concentration in the resolving
gel. For very low density gels, the addition of agarose is
required.

41. The allelic exchange construct can either be assembled by
SOE-PCR or synthesized as a gBlock from IDT. For either
approach, a region encompassing the entire walR gene from
the start codon, a 3x-FLAG tag preceding the stop codon and
the downstream 500 bp of homology to walK is synthesized or
amplified. The product is tailed with the regions complemen-
tary to either side of the multiple cloning site of pIMAYZ
(Tail A: 5′-CCTCACTAAAGGGAACAAAAGCTGGGTACC
and Tail D: 5′- CGACTCACTATAGGGCGAATTG-
GAGCTC). The assembled or synthesized insert can be cloned
into pIMAYZ by SLiCE cloning. Finally, high-quality plasmid
DNA, free of salts is required for S. aureus transformation.
Detailed instructions for the entire process can be found
here [14].

42. The majority of S. aureus strains produce a strong restriction
modification barrier comprising type I and type IV compo-
nents. E. coli strains have been constructed to bypass type IV
(recognizes cytosine methylation at 5′-S5mCNGS-3′) through
the deletion of the dcm gene and the addition of S. aureus
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clonal complex (CC) specific type I adenine methylation
(hsdMS genes) yielding IM01B (CC1), IM08B (CC8, ST239
and partial CC5), IM30B (CC30), and IM93B (ST93) [15]. It
is important to choose the correct IMxxB for the S. aureus
target strain.

43. Colony PCR. Touch a very small amount of a colony to the side
of a PCR tube, add 50 μL of the PCR master mix (0.5 U Phire
Hot Start II DNA polymerase and 200 nM of each primer) and
conduct a 35 cycle PCR. The only change to the manufac-
turer’s instructions was extending the initial 98 °C denatur-
ation from 30 s to 3 min. We normally screen eight white
colonies from each broth plated.

44. Whole genome sequencing is important to rule out additional
mutations, especially mutations in regulatory proteins.

45. It is not advisable to take samples in the lag phase or in early
exponential phase, because the cell density is too low to yield a
good signal in the western blot. Pay attention to the growth-
phase dependent expression of your protein of interest and
possibly adapt the time points of sampling.

46. For reliable OD-measurements, dilute your samples 1:10 in
medium when the culture reaches an OD600 above 0.3.

47. Equilibration of the gel in transfer buffer prevents changes in
the size during transfer.

48. PVDF membranes will not wet from just being placed into
transfer buffer, because they are hydrophobic. Do not let the
membrane dry during the blotting process.

49. When adding the buffer soaked PDVF membrane to the gel,
keep off excess liquid. Themembrane should be in between the
gel and the positive electrode (anode, red side).

50. Avoid temperature changes to protect the antibody, for exam-
ple, carry them in a mini-cooler. Test a series of different
concentrations of your antibodies and work out which one
gives you the best/cleanest band on your blot. The correct
speed of the shaker will determine if the antibody binds uni-
formly to the membrane.

51. Adjust the buffer volume to the size of your blot. Increase the
number of washing steps (to 5 or 6) or sightly increase the
concentration of detergent during the washing steps, if the
background signal is very strong. But avoid excessive washing,
as it reduces your signal.

52. Use multiple exposure lengths to identify the most optimal
exposure time.



Histidine Kinases as Antimicrobial Targets 333

References

1. Fritz G, Mascher T (2014) A balancing act
times two: sensing and regulating cell envelope
homeostasis in Bacillus subtilis. Mol Microbiol
94:1201–1207

2. Villanueva M, Garcı́a B, Valle J et al (2018)
Sensory deprivation in Staphylococcus aureus.
Nat Commun 9:523

3. Gotoh Y, Eguchi Y, Watanabe T et al (2010)
Two-component signal transduction as poten-
tial drug targets in pathogenic bacteria. Curr
Opin Microbiol 13:232–239

4. Matsushita M, Janda KD (2002) Histidine
kinases as targets for new antimicrobial agents.
Bioorg Med Chem 10:855–867

5. Schreiber M, Res I, Matter A (2009) Protein
kinases as antibacterial targets. Curr Opin Cell
Biol 21:325–330

6. Boyle-Vavra S, Yin S, Daum RS (2006) The
VraS/VraR two-component regulatory system
required for oxacillin resistance in community-
acquired methicillin-resistant Staphylococcus
aureus. FEMS Microbiol Lett 262:163–171

7. Francis S, Wilke KE, Brown DE et al (2013)
Mechanistic insight into inhibition of
two-component system signaling. Med Chem
Comm 4:269–277

8. Stephenson K, Yamaguchi Y, Hoch JA (2000)
The mechanism of action of inhibitors of bac-
terial two-component signal transduction sys-
tems. J Biol Chem 275:38900–38904

9. Kinoshita E, Kinoshita-Kikuta E, Takiyama K
et al (2006) Phosphate-binding tag, a new tool
to visualize phosphorylated proteins. Mol Cell
Proteomics 5:749–757

10. Monk IR, Shaikh N, Begg SL et al (2019)
Zinc-binding to the cytoplasmic PAS domain
regulates the essential WalK histidine kinase of
Staphylococcus aureus. Nat Commun 10:3067

11. Gajdiss M, Türck M, Bierbaum G (2017) Bac-
terial histidine kinases: overexpression, purifi-
cation, and inhibitor screen. Methods Mol Biol
1520:247–259

12. Miroux B, Walker JE (1996) Over-production
of proteins in Escherichia coli: mutant hosts that
allow synthesis of some membrane proteins
and globular proteins at high levels. J Mol
Biol 260:289–298

13. Türck M, Bierbaum G (2012) Purification and
activity testing of the full-length YycFGHI pro-
teins of Staphylococcus aureus. PLoS One 7:
e30403

14. Monk IR, Stinear TP (2021) From cloning to
mutant in 5 days: rapid allelic exchange in
Staphylococcus aureus. Access Microbiol 3:193

15. Monk IR, Tree JJ, Howden BP et al (2015)
Complete bypass of restriction systems for
major Staphylococcus aureus lineages. MBio 6:
e00308–e00315



Chapter 18

Sample Preparation for Mass Spectrometry-Based Absolute
Quantification of Bacterial Proteins in Antibiotic Stress
Research

Sandra Maaß, Minia Antelo-Varela, Florian Bonn, and Dörte Becher

Abstract

Absolute protein quantification is an essential tool for system biology approaches and elucidation of
stoichiometry of multi-protein complexes. In this updated chapter, a universal protocol for gel-free absolute
protein quantification in bacterial systems is described, which provides adapted methods for cytosolic and
membrane proteins. This protocol can be used for sample preparation prior to miscellaneous mass
spectrometry-based quantification workflows like AQUA, Hi3, and emPAI. In addition, a focus has been
set to the specific challenges in antibiotic stress research.

Key words Gel free proteomics, Sample preparation, Absolute protein quantification, Cytosol, Mem-
brane, In-solution digest, S-trap, Mass spectrometry, Antibiotic stress response

1 Introduction

Antibiotics trigger stress responses in bacteria, when the cells try to
adapt their metabolism and cell envelope to the treatment. As
metabolism and the structure of the cell surface are driven by
enzymes, necessary adaptations to antibiotic stress or resistance
development are connected to changes in the cellular and mem-
brane proteome. Proteomics is a valuable tool to understand anti-
biotic action and bacterial resistance mechanisms in multiple ways.
For example, 2D gel-based signature libraries can help to elucidate
the mode of action of new, antibacterial compounds. As the focus
of this chapter is gel-free proteomics, an excellent review from the
group of Julia Bandow is recommended for readers, who are inter-
ested in 2D gel-based proteomics in antibiotic research [1].

Besides the development on new drugs, the elucidation of
bacterial resistance mechanism is a main issue in antibiotic research.
Proteomic studies can help to understand the physiological adapta-
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tions in resistant strains [2]. Another option to study antibiotic
action and bacterial adaptation is the treatment of nonresistant
bacteria with antibiotics in stress experiments. For elucidation of
changes in the proteome of resistant strains compared to sensitive
strains or the analysis of the antibiotic stress response, all kinds of
quantitative proteomic techniques can be applied. An overview
about the technical possibilities in quantitative microbial proteo-
mics can be found in a review by Otto et al. [3].
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Mass spectrometry (MS)-based proteomics is in principle only
suitable for relative quantification, which allows for the comparison
of protein abundances between different samples. However, rela-
tive quantification does not compare the concentration of different
proteins within one sample. This objective can be achieved by
determination of absolute protein amounts in a single sample or
even in a single cell. Several strategies for absolute protein quantifi-
cation have been established, which enable estimations on protein
copy numbers per cell. This data can be used for determination of
stoichiometry within physiological or functional protein complexes
or for kinetic calculations of biochemical reactions. Global absolute
proteome studies are therefore extremely helpful for the examina-
tion of complex metabolic adaptations like in antibiotic-resistant
bacterial isolates or in antibiotic stress experiments.

Absolute protein quantification in prokaryotic systems has been
reviewed extensively [4]; therefore, in this chapter, only a brief
overview is provided. For absolute protein quantification by MS,
the addition of reference peptides or proteins of known amount is
crucial. One commonly used approach to achieve highest accuracy
is based on reference peptides, which were derived from the target
protein, labeled with stable isotopes (2D, 13C, 15N), and spiked
into the digested cell extract. By comparison with the spiked heavy
isotope of known amount, the natural homologues of the isotopi-
cally labeled peptides can be quantified [5, 6]. However, due to the
requirement of isotopically labeled peptides of the target proteins,
these approaches are limited to a rather small number of proteins.
Calibrating 2D gels with reference proteins brought absolute quan-
tification to a nearly global scale [7]. As 2D gel-based analyses are
time-consuming and incompatible with membrane proteins,
gel-free approaches are nowadays preferred by most research
groups. Gel-free absolute quantification of a large number of pro-
teins in one sample can be achieved via the combined (and eventu-
ally corrected) intensities or spectral counts of detected peptides
[8–11], which are then compared to unlabeled reference proteins
of known amounts to determine absolute intensities. All
approaches have advantages and drawbacks, but in most cases, the
choice will be made on the availability of the necessary instrumen-
tation and the scale of the experiment to be performed. Absolute
protein quantification of membrane proteins imposes additional
challenges due to the characteristics of this specific subset of



proteins, namely, their low abundance and their highly hydropho-
bic nature. Hence, membrane proteins need to be enriched from
whole cell lysates, and their complete digestion requires adapted
protocols. One of the digestion protocols compatible with the high
concentrations of sodium dodecyl sulfate (SDS) used during
enrichment of membrane proteins is based on suspension trapping
(S-Trap) [12]. In this method, a fine protein particulate suspension
is created, trapped in a stack of filtration material, and residual SDS
is washed away. Proteins are digested in the filter before analysis via
MS. In order to still be able to determine absolute protein amounts
of membrane proteins from mass spectrometric data, enrichment
and correction factors need to be considered, for example, which
could be obtained from targeted MS of selected native membrane
proteins and the corresponding isotopically labeled peptides [13].
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As the protocols for sample preparation prior to absolute quan-
tification of microbial proteins are dependent on the analyzed
organisms, subproteomic fraction, and selected quantification
approach, a general suggestion of a suitable workflow is not possi-
ble. However, sample preparation requirements are very similar for
all gel-free workflows. Complete extraction and unbiased determi-
nation of protein concentration is crucial for absolute quantifica-
tion, whereas digestion of the target proteins needs to be adapted
toward the specific class of proteins. To determine copy numbers
per cell and protein concentration in the cell exact determination of
cell number and cellular volume in a given sample is essential.

In this chapter, we update our previously described workflow
for complete extraction, digestion, and sample purification for
gel-free proteomic analyses and absolute quantification of cytosolic
proteins [14]. We now also provide protocols for subcellular frac-
tions and preparation of membrane proteins, which are compatible
with absolute proteins quantification approaches. Although the
protocols have been initially developed for gram-positive bacteria,
especially Bacillus subtilis and Staphylococcus aureus, they can be
applied to other microorganisms. However, in these cases especially
the cell lysis efficiency should be monitored carefully.

Furthermore, a focus is set on the specific challenges in the
elucidation of antibiotic stress responses, which take effect espe-
cially in the first steps of the workflow. Antibiotics can induce
morphological changes, which influence the number of cells per
mL and OD unit. In addition, the composition and thickness of the
cell wall and membrane can be influenced by antibiotics, which
could lead to a decrease in cell disruption efficiency. For a calcula-
tion of proteins per cells, the number of harvested cells as well as the
disruption efficiency are crucial information, as it is absolutely
essential to know the number of cells, which were disrupted in
the experiment. In this protocol, mechanical cell disruption by
glass beat beating is suggested, which is an excellent choice for
many gram-positive and gram-negative species. In some cases,



other cell-disruption methods may be favorable. It is recommended
to test different cell lysis strategies and choose the most effective in
terms of cell disruption efficiency and protein yield.
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2 Materials

Prepare all solutions in MilliQ quality water and use MilliQ quality
water for all dilutions. Prepare and store all reagents at ambient
conditions if not indicated elsewise.

2.1 Cell Counting 1. A Neubauer cell counting chamber or an alternative device,
which allows for effective cell counting with your organism of
choice.

2. Physiological saline: Solve 900 mg NaCl in water. Autoclave or
sterile filter the solution.

2.2 Cell Harvest and

Lysis

1. TE buffer: 20 mMTris-HCl, 10 mMEDTA, pH 7.5. Dissolve
2.4 g Tris base and 2.92 g EDTA in 0.9 L water. Adjust the pH
to 7.5 with hydrochloric acid and add water to a final volume of
1 L.

3. A ribolyzer.

4. Glass beads with a diameter of approximately 0.1 mm.

5. Low binding reaction tubes.

2.3 Determination of

Protein Concentration

1. 10 mg/mL BSA (bovine serum albumin) stock solution: Solve
10mg BSA in 1mL of water and store in a low binding reaction
tube. Otherwise, dilute higher concentrated BSA solutions (see
Note 1).

2. BSA solutions: Prepare solutions with the following BSA con-
centrations by diluting the BSA stock solution in TE buffer:
0.25 μg/μL, 0.5 μg/μL, 1.0 μg/μL, 1.5 μg/μL, 2.0 μg/μL,
4.0 μg/μL, 6.0 μg/μL, 8.0 μg/μL, 10.0 μg/μL.

3. Concentrated hydrochloric acid (37%)

4. Stannous chloride solution: Dissolve 1 g SnCl2 in 10 mL eth-
ylene glycol (see Note 2).

5. Sodium acetate buffer: Solve 54.4 g sodium acetate in 20 mL
acetic acid and fill up to 95 mL with water. Adjust pH to 5.5
with NaOH solution and fill up to 100 mL with water.

6. Ninhydrin solution: Solve 1 g ninhydrin in 37.5 mL ethylene
glycol and 12.5 mL sodium acetate buffer. Mix carefully in the
dark until all ninhydrin is dissolved (at least 1 h). This solution
should be stored only for few hours. Directly before adding the
ninhydrin solution to the sample, add 1.25 mL stannous chlo-
ride solution to the ninhydrin reagent (see Note 2).

7. Lightproof reaction tubes (e.g., brown reaction tubes).
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2.4 Enrichment of

Membrane Proteins

1. TE buffer: 20 mMTris-HCl, 10 mMEDTA, pH 7.5. Dissolve
2.4 g Tris base and 2.92 g EDTA in 0.9 L water. Adjust the pH
to 7.5 with hydrochloric acid and add water to a final volume of
1 L.

2. High-salt buffer: 20 mMTris-HCl, 10mMEDTA, 1MNaCl,
pH 7.5. Dissolve 58.44 g NaCl in 0.9 L TE buffer. Add TE
buffer to a final volume of 1 L.

3. Alkaline carbonate buffer: 10 mM EDTA, 100 mM Na2CO3,
100 mMNaCl, pH 11. Dissolve 5.3 g Na2CO3, 1.46 g EDTA,
and 2.92 g NaCl in 400 mL water. Adjust the pH to 11 with
NaOH. Fill up to 500 mL with water.

4. 50 mM TEAB: Dilute 0.5 mL of a 1 M TEAB (triethyl ammo-
nium bicarbonate) stock solution with 9.5 mL of water (see
Note 3).

5. 1× SDS (sodium dodecyl sulfate) solubilization buffer: 5%
SDS, 50 mM TEAB, pH 7.55. Dilute 5 g SDS in 90 mL
50 mM TEAB. Add 50 mM TEAB to a final volume of
100 mL.

6. An ultracentrifuge.

7. A 360° rotating shaker.

2.5 In-Solution

Digest of Cytosolic

Proteins and Sample

Purification

1. 50 mM TEAB: Dilute 0.5 mL of a 1 M TEAB (triethyl ammo-
nium bicarbonate) stock solution with 9.5 mL of water (see
Note 3).

2. 0.5% RapiGest: Solve RapiGest (Waters) in 50 mM TEAB to a
final concentration of 0.5% (w/v).

3. 500 mM TCEP: Dissolve 10 mg TCEP (Tris(2-carboxyethyl)
phosphine) in 70 μL 50 mM TEAB. Prepare this solution
freshly.

4. 500 mM IAA: Dissolve 10 mg iodoacetamide in 108 μL
50 mM TEAB. Prepare this solution freshly and store in
the dark.

5. Trypsin solution: Solve 20 μg of sequencing grade modified
trypsin in 100 μL trypsin resuspension buffer (e.g., Promega,
delivered together with the trypsin). Prepare shortly before use
or prepare aliquots in low-binding reaction tubes and store at-
20 °C.

6. Activated trypsin: Incubate trypsin solution at 30–37 °C with
vigorous shaking for 10–15 min. Prepare directly before use.

7. Trifluoroacetic acid.

8. Weighted LC-MS sample vials.

For the purification of the generated peptide samples before
MS-analysis, the following materials are needed:
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9. Methanol.

10. Bulk C18 chromatographic material with a particle size of
5 μm or less

11. Buffer A: Add 10 μL acetic acid (LC-MS quality) to 9.99 mL
water.

12. Buffer B: Add 10 μL acetic acid (LC-MS quality) to 9.99 mL
acetonitrile (LC-MS quality).

13. Elution solution: Mix 700 μL Buffer B with 300 μL Buffer A
(see Note 4).

14. StageTips (Thermo) (see Note 5).

15. Gelloader pipette tips (see Note 6).

2.6 S-Trap Digest of

Membrane Proteins

and Sample

Purification

1. 50 mM TEAB: Dilute 0.5 mL of a 1 M TEAB (triethyl ammo-
nium bicarbonate) stock solution with 9.5 mL of water (see
Note 3).

2. 100 mM TEAB: Dilute 1 mL of a 1 M TEAB stock solution
with 9 mL of water (see Note 3).

3. 2× SDS (sodium dodecyl sulfate) solubilization buffer: 10%
SDS, 100 mM TEAB, pH 7.55. Dilute 10 g SDS in 90 mL
100 mM TEAB. Add 100 mM TEAB to a final volume of
100 mL.

4. 200 mM DTT: Dissolve 10 mg dithiothreitol in 324.3 μL 1 M
TEAB. Prepare this solution freshly.

5. 200 mM IAA: Dissolve 10 mg iodoacetamide in 270 μL water.
Prepare this solution freshly and store in the dark.

6. S-Trap Buffer: Mix 9 mL methanol and 1 mL 1 M TEAB.

7. 12% (w/v) phosphoric acid: Add 210 μL 85% (w/v) phospho-
ric acid to 1390 μL water.

8. Trypsin solution: Solve 20 μg of sequencing grade modified
trypsin in 100 μL trypsin resuspension buffer (e.g., Promega,
delivered together with the trypsin). Prepare shortly before use
or prepare aliquots in low-binding reaction tubes and store at-
20 °C.

9. Activated trypsin: Incubate trypsin solution at 30–37 °C with
vigorous shaking for 10–15 min. Prepare directly before use.

10. Elution Solution 2: Dilute 0.1 mL acetic acid with 99.9 mL
water.

11. Elution Solution 3: Mix 0.1 mL acetic acid, 60 mL acetonitrile,
and 39.9 mL water.

12. S-Trap micro columns (ProtiFi) for every sample.
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3 Methods

Handle cells and protein extracts at 4 °C or on ice whenever it is
possible.

3.1 Cell Counting 1. Choose an antibiotic concentration for the experiments. We
recommend to use a concentration, which will decrease the
growth rate by approximately 50% in the exponential growth
phase (see Note 7).

2. Determine the ratio between optical density and cell count. Do
this separately for stressed and unstressed or resistant and
susceptible strain, respectively. Dilute an aliquot of the culture
with physiological saline until you can count individual cells in
the Neubauer chamber. It is recommended to count cells at
least in four fields with 20–100 cells each in two replicates for
every sample (see Note 8).

3. Calculate the number of cells per mL and OD unit for all
samples.

3.2 Cell Harvest and

Lysis

1. Take an aliquot of the culture to determine the optical density
at the time point of cell harvest.

2. Fill the culture in centrifuge tubes and determine the exact
volume either with a measuring cylinder or preferentially by
weighing the tubes before and after filling (see Note 9).

3. Harvest the cells by centrifugation at 4 °C and 8000 × g.
Choose a centrifugation duration that is sufficient to achieve a
stable cell pellet. The duration depends on organism, optical
density, and media but is usually between 3 and 10 min.

4. Wash the cells two times with TE buffer. For each washing step,
use approximately 0.1 mL TE per mL and OD unit of the
original culture. Be careful not to lose any cells during washing.

5. Resuspend the cells in approximately 0.02 mL TE buffer per
mL and OD unit of the original culture. Determine the num-
ber of cells per mL.

6. Transfer the cell suspension to tubes, which can be used in your
ribolyzer and are prefilled with glass beads in a ratio of 1:2.
Determine the weight of all tubes without and with cell sus-
pension to determine the exact volume of the suspension.

7. Lyse the cells by beat beating. Three 30 s cycles at 5000 rpm
are in most cases sufficient to lyse at least 95% of all cells.
Between the cycles cool the cells for 5 min on ice. Determine
the number of intact cells per mL by cell counting (see
Subheading 3.1).

8. Calculate the cell lysis efficiency (see Note 10).
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9. Pellet cell debris and glass beads by centrifugation at 4 °C and
8000 × g for 2 min. Transfer the supernatant to a low binding
reaction tube.

10. Pellet the remaining cell debris by centrifugation at 4 °C and
15,000 × g for 15 min. Transfer the supernatant to a new low
binding reaction tube. Determine the weight of all tubes
before and after adding the protein extract to determine the
exact volume.

11. Calculate the sample loss during the cell lysis process.

12. Calculate the number of cells which proteins are in your final
sample on the base of the number of harvested cells, the cell
lysis efficiency, and the sample volume lost during the cell lysis
process.

3.3 Determination of

Protein Concentration

1. Prepare reaction tubes for all concentrations and add 20 μL
BSA solution to each tube. Prepare an additional tube for the
blank and add 20 μL TE buffer.

2. Prepare for each sample three reaction tubes with 20 μL protein
extract each.

3. Add 20 μL concentrated HCl to all samples (including BSA
solutions and blank) and seal the reaction tubes (see Note 11).

4. Incubate all samples for 24 h at 100 °C to achieve quantitative
hydrolysis of all proteins.

5. Cool the samples to room temperature on ice. Be careful as the
samples are pressurized and corrosive!

6. Centrifuge all samples for 30 s at 5000 × g to remove all liquids
from the lid of the tubes.

7. Dilute 10 μL of every hydrolyzed sample with 90 μL water.
Further dilute 50 μL of these solutions with 450 μL water to
create 1:100 dilutions of the samples (see Note 12).

8. Transfer 200 μL of each 1:100 dilutions to a lightproof
reaction tube.

9. Mix thoroughly with 200 μL water and 600 μL fresh ninhydrin
solution (see Note 13).

10. Incubate for 10 min at 100 °C.

11. Cool the samples shortly on ice. Be careful as the samples are
pressurized.

12. Transfer the samples to micro cuvettes andmeasure absorbance
at 575 nm against the blank.

13. Use the BSA samples to create a calibration curve. Calculate
the protein concentration of the other samples on the base of
this curve.
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3.4 Enrichment of

Membrane Proteins

1. Use an aliquot of the protein extract with a protein content of
2.5 mg as starting material for membrane preparation

2. Adjust the aliquot volume up to 1.5 mL with TE buffer and
subject the sample to ultracentrifugation (1 h, 100,000 × g at
4 °C).

3. The supernatant contains soluble proteins, most of them pre-
dicted to locate in the cytosol. Hence, this fraction represents
the cytosolic proteome sample (see Note 14).

4. Detach the pellet from the bottom of the centrifugation tube
by adding 0.75 mL of high-salt buffer and solubilize the pellet
(see Note 15).

5. Rinse the tip with 0.75 mL high-salt buffer thereby adding the
buffer to the sample.

6. Seal the ultracentrifuge tube with parafilm. Incubate in a 360°
rotating shaker with 8 rpm at 4 °C for 30 min.

7. Centrifuge at 100,000 × g and 4 °C for 1 h. Discard the
supernatant.

8. Resuspend the pellet in 1.5 mL alkaline carbonate buffer (see
Note 15).

9. Centrifuge at 100,000 × g and 4 °C for 1 h. Discard the
supernatant. If necessary, the pellet can be stored at -20 °C
until further processing.

10. Resuspend the pellet in 1.5 mL 50 mM TEAB (see Note 15).

11. Resuspend the pellet in 50 μL 1× SDS solubilization buffer (see
Note 15).

12. The sample is now enriched for membrane proteins.

3.5 In-Solution

Digest of Cytosolic

Proteins and Sample

Purification

1. Transfer samples with a total protein amount of 100 μg per
samples to low binding reaction tubes. Fill up to 77 μL with
50 mM TEAB (see Note 16).

2. Add 20 μL 0.5% RapiGest.

3. If necessary, add undigested reference protein for absolute
protein quantification.

4. To reduce disulfide bridges, add 1 μL 500 mM TCEP and
incubate the samples for 30–45 min at 60 °C (see Note 16).

5. Cool the samples shortly on ice and spin down all samples.

6. Add 2 μL 500 mM IAA and incubate for 15 min in the dark at
ambient temperature (see Note 16).

7. Add 2.5 μL activated trypsin and incubate for 5–6 h at 37 °C
and shaking (900 rpm) (see Note 16).

8. To stop the tryptic digest, add 0.5–1 μL trifluoroacetic acid.
Check the pH, which needs to be below 3 (see Note 17).
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9. Incubate for 30 min at 37 °Cwithout shaking to precipitate the
RapiGest. Mix the samples every 5–10 min by inverting the
tubes.

10. Spin down the RapiGest by centrifugation at 20,000 × g for
12 min. Transfer the supernatant to a new low binding tube
and repeat this step twice.

11. Store the supernatant at -20 °C or proceed with the desalting.

12. For sample purification create a mount for every sample by
puncturing a hole of 1.5–2.5 mm diameter in the lid of a
2 mL reaction tube. Cut the StageTip approximately 2 mm
below the original C18 and place it in the mount.

13. Resuspend 10 μL chromatographic material per sample in
twice the amount of methanol.

14. Add 15 μL of the C18 suspension to every StageTip and
sediment it by centrifugation (2000–5000 × g, 10–20 s). Add
more C18 material until the lower tampered part over the
original chromatographic material is filled with C18 material
(see Notes 18 and 19).

15. Wash the C18 material twice with 100 μL Buffer A. Fill the
buffer without air bubbles into the tip and squeeze it though
by centrifugal forces (8000 × g, 1–2 min) (see Note 20).

16. Wash the chromatographic material twice with Buffer B (see
Note 21).

17. Equilibrate the C18 material with 100 μL Buffer A. Squeeze
the buffer until only 1–2 mm of the tip above the custom C18
are filled with liquid. Do not let the C18material run dry in the
following steps (see Note 22).

18. Fill the samples into the tips, place it directly over the C18
without an air bubble in between.

19. Load the peptides onto the C18 material by squeezing the
sample through by centrifugation (8000 × g, 1–2 min).

20. Wash the peptide loaded C18 with 100 μL Buffer A. Repeat
this step once.

21. Squeeze the rest of the buffer through the C18 with a syringe
(syringes are supplied with the StageTips) until the upper layer
of the buffer is directly over the C18.

22. Prepare one LC-MS vial for every sample and determine the
weight of each vial.

23. Elute the sample with 30 μL elution solution. Use a syringe to
squeeze the eluate directly into the prepared vials (see
Note 23).

24. Add 10 μL Buffer A to every sample.
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25. Reduce the sample volume to 3–10 μL in a vacuum centrifuge
(see Note 24).

26. Add peptide references for absolute quantification if necessary.

27. Determine the exact sample volume by weight and fill up with
Buffer A to a final volume of 100 μL.

28. Prepare aliquots for LC-MS analysis and analyze directly or
store at -70 °C.

3.6 S-Trap Digest of

Membrane Proteins

and Sample

Purification

1. Use 10 μg of enriched membrane proteins (see Note 25). In
cases where absolute protein quantification is performed,
UPS2 standards should be added to the sample in a 1:4 ratio
according to sample amount (e.g., for 10 μg of sample, 2.5 μg
of UPS2 standards) (see Note 26).

2. Fill your sample up to 25 μL with 1× SDS solubilization buffer.

3. Add 0.5 μL of 200 mMDTT and incubate for 10 min at 95 °C.

4. Add 1 μL of 200 mM IAA and incubate for 30 min at room
temperature in the dark.

5. Add 2.5 μL 12% phosphoric acid and vortex thoroughly.

6. Add 165 μL S-trap Buffer and vortex thoroughly.

7. Place the S-Trap micro column in a 2 mL reaction tube.

8. Load the sample onto the column by centrifuging at 4000 × g
until the sample has flowed through (1–2 min) (see Note 27).

9. Add 150 μL S-trap Buffer for washing and centrifuge at 4000 ×
g until the buffer has flowed through (1–2 min).

10. Repeat the washing from step 9 three times. Discard the flow-
through before the liquid reaches the sample tip.

11. Transfer the S-trap column to a new 1.7 mL reaction tube.

12. Activate an aliquot of trypsin (see Materials).

13. Mix 8 μL 50 mM TEAB with 2 μL activated trypsin per sample
to generate the protease solution.

14. Add 10 μL of the protease solution (resulting in a 1:25 ratio
amount of trypsin:protein amount) and incubate for 1 h at 47 °
C (see Note 28).

15. Add 40 μL 50 mM TEAB to elute hydrophilic peptides. Cen-
trifuge at 4000 × g for 1 min and keep the flow-through.

16. Add 40 μL of Elution Solution 2 to elute intermediate pep-
tides. Centrifuge at 4000 × g for 1 min and add the flow-
through to the latter one.

17. Add 35 μL of Elution Solution 3 to elute hydrophobic pep-
tides. Centrifuge at 4000 × g for 1 min and add the flow-
through to the latter ones.
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18. Dry the pooled eluted peptides in a vacuum centrifuge. Store
the supernatant at-20 °C or proceed with sample purification.

19. For sample purification resuspend the sample in 0.1% acetic
acid (see Note 29).

4 Notes

1. BSA is not easy to resolve completely, and it is recommended to
use a commercially available BSA solution with known amount.

2. Ethylene glycol is very viscous, cut the top of the pipette tips
before use and pipette very slowly and cautiously.

3. 1 M stock solution is commercially available. Store dilution at
4 °C for a maximum of 2 weeks.

4. Because acetonitrile evaporates faster than water, this solution
should not be stored for more than a few hours and the tube
should be kept close.

5. Commercially available C18-based solid phase extraction kits
for peptide desalting with a binding capacity of at least 100 μg
can be used alternatively according to the manufacturer’s
instructions.

6. The low-cost products normally have a rather wide capillary
and are therefore better suited for this protocol.

7. Do not limit yourself to subinhibitory concentrations. If anti-
biotic stress is induced in the exponential growth phase or later,
higher doses of antibiotics can be necessary to induce consid-
erable effects on proteome level.

8. Antibiotics can change the cellular shape dramatically. This also
changes the ratio between cell numbers per mL and optical
density. The ratio between OD and cell number can be deter-
mined in preliminary tests.

9. With standard media a mass density of 1 g per mL can be
assumed.

10. If the cell lysis efficiency is below 95%, you should optimize the
cell lysis process and eventually test other protocols.

11. There are special clamps available for sealing reaction tubes
(e.g., MCP LidLocks, Sorenson), as an alternative you can
put a glass plate with some weights on top of the tubes if you
boil them in a heating block.

12. Do not forget to vortex the sample before every pipetting step
to have it mixed well.

13. The ninhydrin solution is viscous and needs to be pipetted
slowly and cautiously.
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14. If you aim to only work with the cytosolic proteins, you can
omit this centrifugation step and can start the in-solution
digest directly with the sample obtained after cell harvest and
lysis.

15. Use a small scoop to remove the pellet from the bottom of the
tube. The solubilization of the pellet can be supported by
pipetting the suspension up and down until the pellet was
homogenized and by incubating in an ultrasonic bath for
5 min at room temperature. Take care that the sample does
not get too warm during this treatment. Solubilization of the
pellet is complete, when it is not visible anymore.

16. The protocol can be scaled down easily to an initial protein
amount of 20 μg per sample by linearly adapting the amounts
of all reagents. Also, upscaling is possible, but the maximum
load of each StageTip should not exceed 150 μg.

17. The pH should not be below 1.5, to avoid acidic hydrolysis. An
optimum is a pH between 2 and 3.

18. If C18 material is sticking at the side of the StageTip, you can
use either methanol or acetonitrile to flush it.

19. In order to add a comparable amount of C18 material to the
single Stage Tips, it is recommended to vortex the slurry
thoroughly before every pipetting step.

20. It is preferable to use GELoader Tips for loading as they allow
to apply the solvent directly to the column without extended
air bubbles.

21. Because of the lower back pressure of acetonitrile, the centrifu-
gation times for squeezing Buffer B are shorter than for
Buffer A.

22. Ensure that there is always solvent remaining on top of the
column. To do so, the durations for centrifuging have to be
adapted. If necessary, the speed of centrifuging can be reduced.

23. Especially if you have a high number of samples, you can put
some tissue on top of the forcer of the syringe to protect your
finger.

24. Quantitative solvation of peptides without detergents or chao-
tropes is complicated; therefore, the samples should not run
dry!

25. This is the lower limit for the protocol we have tested. Upscal-
ing can be done until 50 μg.

26. UPS2 is the Proteomics Dynamic Range Standard Set, pro-
duced from a mixture of 48 individual human source or human
sequence recombinant proteins. The protein standard is for-
mulated from six mixtures of eight proteins to present a
dynamic range of five orders of magnitude, ranging from
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50 pmoles to 500 amoles. This standard can be purchased from
Sigma-Aldrich. However, you may add any other proteins
standard suitable for absolute proteins quantification.

27. Do not exceed the maximum filling height of 165 μL. Higher
sample volumes need to be loaded by centrifuging several
times.

28. Make sure you do not leave any bubbles between buffer
and tip.

29. Although there is usually no need for subsequent sample puri-
fication and desalting, an additional purification step should be
considered.
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Chapter 19

Elemental Analysis for the Characterization of Antimicrobial
Effects

Christoph H. R. Senges and Julia E. Bandow

Abstract

To address the mounting resistance challenge, novel antibiotics and unprecedented mechanisms of action
are urgently needed. In this context, metals have attracted attention in two distinct ways: First, the bacterial
metal ion homeostasis is essential for many cellular processes, making it a putatively lucrative antibiotic
target. Metal ions are, for example, cofactors for enzymes, and they contribute to signaling and transport
processes or to energy metabolism. Possible antibacterial strategies include, for example, depletion of
accessible essential metals by sequestration or disruption of metal ion homeostasis by ionophores that
transport ions across membranes. Second, organometallic antibiotics that contain metals as integral
structural elements can provide unique chemistry with unique modes of action. Since many metal-
containing structures used in synthetic chemistry are unprecedented in nature, such antibiotics could
circumvent existing mechanisms of resistance. Here, we present a method for quantification of cellular
metal/metalloid levels and outline the procedures necessary for antibiotic treatment of Bacillus subtilis,
subsequent sample preparation, elemental analysis, and data evaluation. This approach allows to investigate
disturbances of the cellular metal ion homeostasis, as well as the localization and quantitation of antibiotics
that contain metals rarely found in biological systems, overall aiding in the elucidation of antibiotic
mechanisms of action.

Key words Elemental analysis, Ionophore, Metal ions, Transport, Tracer groups, Organometallic
antibiotic

1 Introduction

The maintenance of a stable intracellular metal ion homeostasis is
integral to most cellular processes [1]. Many metal ions are essential
micronutrients like sodium (Na), potassium (K), magnesium (Mg),
calcium (Ca), manganese (Mn), iron (Fe), nickel (Ni), copper (Cu),
or zinc (Zn). They are not only cofactors of enzymes or provide
force by means of concentration gradients, but they also create a
milieu generally conducive to enzyme stability. For most metal ions,
bacteria have to regulate intracellular levels closely: While a suffi-
cient supply of essential metal ions is necessary, excessive amounts
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may be detrimental [1]. This is particularly true for redox-active
metals like iron or copper that can generate reactive oxygen species
through Fenton or Haber-Weiss chemistry [2, 3]. Since regulation
of the homeostasis of different metals is closely connected, also the
stoichiometries between metal ions are important. For example, in
the soil organism Bacillus subtilis, the regulation of iron and man-
ganese levels and responses to oxidative stress are interlinked [4].
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The importance of metal ion homeostasis for cellular survival
and the toxicity of certain metals offer interesting perspectives for
antibiotic development [5]. Excess copper, for example, is so toxic
for bacteria that free intracellular copper is kept at attomolar levels
and enzymes carrying a copper cofactor are compartmentalized to
the membrane [6, 7]. The antibiotic potential of metals can be
harnessed (I) by disturbing the cellular ion homeostasis for example
with ionophores, (II) by chelating cellular ions causing the inacti-
vation of metal-dependent enzymes, (III) by limiting access to
essential ions by extracellular chelation, or (IV) by employing
metal-containing antibiotics.

Ionophores are molecules that transport ions across biological
membranes. Two groups of ionophores can be distinguished based
on their mode of transport: channel ionophores and carrier iono-
phores. Channel ionophores like gramicidin A (Fig. 1a) form
hydrophilic, ion-selective pores. One gramicidin A dimer forms a
channel that allows the diffusion of monovalent cations like K+ and
Na+ over membranes [8, 9]. Following concentration gradients
between the extracellular medium and the cytosol, a one- or bidi-
rectional ion-flux can be observed. Another channel ionophore is
nystatin (Fig. 1b), which binds to ergosterol in fungal membranes
and causes K+ leakage [10, 11]. Carrier ionophores form complexes
with metal ions and usually transport only a single ion per mem-
brane passage [12]. Since the membrane passage in either direction
typically requires an ion to be bound, their net transport is consid-
ered electroneutral [12]. A carrier ionophore employed in research
is the polyether calcimycin (A23187) (Fig. 1c), which, in a complex
of two molecules of calcimycin with one divalent metal cation, can
transport cations across membranes [12–14]. It is used to increase
intracellular calcium concentrations in eukaryotic cells to study
signaling processes [15]. The in vitro transport preferences of
calcimycin in model membrane vesicles are Zn2+ > Mn2+ > Ca2+-

> Co2+ > Ni2+ > Sr2+ [12–14]. Interestingly, when B. subtilis was
treated with calcimycin in chemically defined medium, an influx of
calcium and an efflux of iron and manganese were observed
[16]. This illustrates that transport information obtained in experi-
ments with model membrane vesicles is difficult to transfer to living
cells. The reasons are manifold. The biologically relevant ions may
not have been tested in vitro resulting in knowledge gaps, as was the
case for the in vitro iron transport of calcimycin [12–14, 16]. Even
if the in vitro data were complete, chemical factors, such as pH and



concentration gradients of individual ion species, and biological
factors, such as ion binding proteins and active compensatory
transport, influence the overall effect on cellular homeostasis [12–
14, 16]. Another example of a carrier ionophore is valinomycin
(Fig. 1d), a depsipeptide that transports K+ with excellent affinity
[17, 18].
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Fig. 1 Exemplary antibiotics. Examples of channel ionophores (gramicidin A, nystatin), carrier ionophores
(calcimycin, valinomycin), a chelator (clioquinol), as well as metal and metalloid-containing antibiotics
(salvarsan, auranofin, Fc-PNA, Rc-PNA, fluopsin C)

Limiting access to essential metal ions, both intracellularly and
extracellularly, is also a promising antibacterial strategy. Clioquinol,
which is used for topical antifungal treatment (Fig. 1e), can seques-
ter metal ions intracellularly and thereby cause cytosolic metal
depletion [19–21]. Some probiotic bacteria limit the growth of
pathogenic bacteria by competition for nutrients like extracellular
metal ions. Escherichia coli strain Nissle 1917, for example, reduces
intestinal colonization by the pathogenic Salmonella Typhimurium
by limiting iron availability [22, 23]. A strategy that could be
exploited using synthetic chelators.

Metal or metalloid-containing antibiotics can either provide a
framework for toxic metals/metalloids to cross bacterial mem-
branes more easily, or they can provide unique chemistry and
mechanisms of action. Salvarsan (arsphenamine) (Fig. 1f), once
used to treat syphilis, is based on the metalloid arsenic [24]. Its
mechanism of action was shown to be similar to that of plain arsenic



(III) oxide, but it was more efficient at lower concentrations
[25]. The antirheumatic agent auranofin (Fig. 1g), which today is
being considered for repurposing as an antibiotic, contains one
gold(I), through which it readily interacts with thiol groups, for
example, of the thioredoxin reductase, thereby disturbing bacterial
redox homeostasis [26, 27]. The metals in organometallic antibio-
tics are often essential for the antibiotic activity, and exchanging the
metal alters activity. In Rc-PNA and Fc-PNA (Fig. 1h), which both
impair the integrity of the bacterial cell envelope, exchanging the
incorporated metal from the redox-inactive ruthenium to the
redox-active iron resulted in oxidative stress as an additional mech-
anism of action [28]. An example for a metal-containing antibiotic
that recently attracted attention is the cupric fluopsin C (Fig. 1i),
which seems to cause permeabilization of the cytoplasmic mem-
brane [29, 30]. Notably, for antibiotics that contain elements like
ruthenium, gold, or arsenic that are either not found in natural
biological systems or found only in trace amounts, methods like
elemental analysis and transmission electron microscopy allow
element-based compound quantitation and subcellular localization
[28, 31].
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The protocol described here focuses on the investigation of
changes in intracellular ion concentrations in the gram-positive
model organism B. subtilis after treatment with ionophores using
inductively coupled plasma optical emission spectroscopy
(ICP-OES) for quantification of trace metals (Fig. 2) [16]. Yet,
the approach is transferable to other organisms and means of
detection. It can be combined with the fractionation of subcellular
compartments for localization of metals or metal-containing anti-
biotics. Swapping B. subtilis for another bacterial species likely
requires adaptation of growth and treatment conditions, particu-
larly to find a suitable medium, as well as adaptation of metal and
antibiotic concentrations. Here, we use ICP-OES for detection and
quantification, but other approaches like atomic absorption spec-
troscopy (AAS) or ICP-coupled mass spectrometry (ICP-MS) may
also be suitable methods, which may require modifications of sam-
ple preparation.

2 Materials

2.1 Cultivation of B.

subtilis in Belitzky

Minimal Medium (See

Notes 1 and 2)

Work sterile and protect all samples from metal contaminations by
avoiding contact to metal surfaces.

1. Shaking water bath (see Note 3).

2. Sterile Erlenmeyer glass flasks (100 mL, 300 mL, and 1 L) with
cotton plugs (see Notes 4 and 5).

3. Photometer.
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Fig. 2 Method overview. The method described here covers the analysis of changes in intracellular metal ion
concentrations from the cultivation of B. subtilis starting with (a) a logarithmically growing overnight culture
(log ON), (b) to treatment with antibiotics, (c) sample harvest, (d) disruption, and (e) removal of cell debris, (f)
to final sample preparation with freeze drying and (g) boiling in nitric acid. Samples are (h) measured in an
ICP-OES machine and (i) the data is evaluated by translating emissions into concentrations using calibration
curves and by comparing metal ion concentrations of treated and untreated samples

4. Centrifuge for conical centrifuge tubes (50 mL).

5. Belitzky base medium: 27 mM KCl, 15 mM (NH4)2SO4,
8 mM MgSO4, 7 mM Na3C6H5O7, 50 mM Tris–HCl,
pH 7.5 (see Notes 6 and 7).

6. 1 M CaCl2, autoclaved, stored at room temperature.

7. 500 mM L-glutamic acid, filter-sterilized, stored at 4 °C.

8. 200 mM KH2PO4, autoclaved, stored at room temperature.

9. 30 mM L-tryptophan, filter-sterilized, stored at 4 °C.

10. 25 mM MnSO4, filter-sterilized, stored at room temperature.

11. 1 mM FeSO4, filter-sterilized, stored at room temperature.

12. 20% (w/v) D-glucose, filter-sterilized, stored at 4 °C.

13. Supplemented Belitzky Minimal Medium (BMM): Belitzky
base medium supplemented with 4.5 mM L-glutamic acid,
2 mM CaCl2, 780 μM L-tryptophan, 600 μM KH2PO4,
10 μM MnSO4, 2 μM FeSO4, and 0.2% glucose.

14. Glycerol stocks of B. subtilis 168 in BMM for inoculation (see
Note 8).

15. Antibiotic stock solutions (see Notes 9 and 10).

16. Conical centrifuge tubes (50 mL).

17. Washing buffer: 100 mMTris–HCl, 10 mMEDTA pH 7.5 (see
Note 11).
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18. Lysis buffer: 10 mM Tris–HCl pH 7.5 (see Note 11).

19. Centrifuge for 2 mL reaction tubes.

20. Reaction tubes (2 mL).

2.2 Sample

Preparation

1. Lysis buffer: 10 mM Tris–HCl, pH 7.5 (see Note 11).

2. VialTweeter sonicator for cell disruption (see Note 12).

3. Centrifuge for 2 mL reaction tubes.

4. Conical centrifuge tubes (15 mL) (see Note 13).

5. Freezer (-80 °C).

6. Freeze dryer (see Note 14).

7. Ultrapure water (see Note 15).

8. 65% nitric acid (see Note 16).

9. Heating water bath at 80 °C.

2.3 Sample

Measurement and

Data Evaluation

1. Metal standard solutions (here: Ca, Cu, Fe, K, Mg, Mn, Mo,
Na, Ni, and Zn) (see Note 17).

2. Ultrapure water (see Note 15).

3. ICP-OES (see Note 18).

4. Microsoft Excel software.

3 Methods

3.1 Cultivation of B.

subtilis

Be sure to work sterile while preparing media and handling cul-
tures. To prevent metal contaminations, avoid contact of samples to
metal surfaces. Grow cultures of B. subtilis at 37 °C in a water bath
under constant agitation at 200 rpm in Erlenmeyer flasks.

1. Prepare an overnight culture by using 10 μL of a glycerol stock
of B. subtilis 168 to inoculate 20 mL of BMM in a 100 mL
Erlenmeyer flask. Prepare two to five decadic dilutions, each
with 20 mL BMM in a 100 mL Erlenmeyer flask and incubate
overnight at 37 °C in a shaking water bath at 200 rpm. Store
the remaining BMM at 4 °C for the next day (Fig. 2a).

2. After overnight cultivation, measure the optical density at
500 nm (OD500) against BMM as blank. Choose an exponen-
tial overnight culture (OD500 0.25–0.8) to inoculate the main
culture to an OD500 of 0.05 in 200 mL of pre-warmed (37 °C)
BMM in a 1 L Erlenmeyer flask. Incubate culture at 37 °C and
200 rpm and determine growth photometrically at OD500 in
regular intervals (Fig. 2a, b) (see Note 19).

3. At OD500 = 0.30 split the culture by transferring 60 mL of
aliquots into pre-warmed 300 mL Erlenmeyer flasks. Incubate
subcultures at 37 °C and 200 rpm (see Note 20) (Fig. 2b).
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4. At OD500 = 0.35 leave one of the subcultures as untreated
control and treat the remaining subcultures with the physio-
logically effective concentration of the antibiotic (50–80%
reduction of growth) (see Notes 20 and 21) (Fig. 2b).

5. After 15min of treatment measure the OD500 of all subcultures
and harvest 50 mL of each culture in 50 mL conical centrifuge
tubes by centrifugation (2 min, 37 °C, 3000 x g, soft break
settings) (see Note 22) (Fig. 2b, c).

6. Resuspend pellets in 1 mL pre-warmed (37 °C) washing buffer
and transfer to 2 mL reaction tubes. Wash again once with
1 mL washing buffer and once with 1 mL lysis buffer (2 min,
37 °C, 16,000 × g, soft break settings) (seeNote 22) (Fig. 2c).

7. Store dry pellet at -80 °C until further use.

3.2 Sample

Preparation (See Note

23)

1. Thaw pellet and resuspend in 500 μL of lysis buffer.

2. Disrupt cells in 2 mL reaction tubes using a VialTweeter soni-
cator (place sonotrode on ice, 8 × 1 min of sonication with
1 min pauses; settings: amplitude 90%, 0.5 s cycle) (see Note
12) (Fig. 2d).

3. Remove cell debris by centrifugation (20 min, 4 °C,
16,000 × g) (Fig. 2e).

4. Transfer supernatant to 15 mL conical centrifuge tubes (see
Note 13).

5. Freeze conical centrifuge tubes at -80 °C overnight (see Note
14) (Fig. 2f).

6. Evaporate samples to dryness in the freeze dryer (see Note 14)
(Fig. 2f).

7. Dissolve the resulting pellet in 2.5 mL of 65% nitric acid and
boil in the closed conical centrifuge tube at 80 °C for 16 h (see
Notes 13 and 24) (Fig. 2g).

8. Dilute samples by adding 7.5 mL of water to each sample (see
Note 15).

3.3 Sample

Measurement and

Data Evaluation

1. Prepare separate 15 mL conical centrifuge tubes with 10 mL of
each metal standard dilution series. Dilute standards from 1 g/
L with 10% nitric acid to 10 mg/L, 1 mg/L, 0.1 mg/L, and
0.01 mg/L. Add a further tube with 10 mL of water as 0 mg/
mL (see Note 15).

2. Measure samples by ICP-OES. Take three measurements of
every sample and calculate the average of the three technical
replicates (see Note 25) (Fig. 2h).

3. Fit calibration curves and calculate metal ion levels in μg/L.
Modern software of ICP-OES devices can often fit calibration
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curves and provide values in μg/L for the measured samples
automatically, if a method with defined standards is used (see
Note 26) (Fig. 2i).

4. To determine relative changes in metal concentrations in trea-
ted and untreated cells, correct for differences in cell number
using the OD500 measurements taken at harvest (see Subhead-
ing 3.1, step 5) and calculate ratios between normalized μg/L
values of treated and untreated samples (see Notes 27 and 28)
(Fig. 2i).

5. The absolute amount of each metal per colony forming unit
(CFU) (see Note 29) can be estimated with the following
formula, ICP-OES output (x) in μg/L, the volume of the
sample (10 mL), the molecular weight (m) of the
corresponding metal in g/mol, the OD500 (see Subheading
3.1, step 5), and the assumption that an OD500 = 1 equals a
cell density of 6 x 107 CFU/mL. Expected amounts of differ-
ent elements in untreated exponentially growing B. subtilis are
shown in Table 1.

n= x � 10 mLð Þ �m-1 � OD � 6 � 10
7cells
mL

� 50 mL

� -1

Table 1
Cytosolic metal ion amounts of untreated B. subtilis. Shown are the averages of 12 biological
replicates with standard deviations

Element amol per colony forming unit ± SD

Potassium (K) 743.708 ± 187.516

Magnesium (Mg) 381.406 ± 117.564

Sodium (Na) 181.739 ± 106.551

Calcium (Ca) 34.302 ± 16.359

Iron (Fe) 6.091 ± 1.973

Zinc (Zn) 2.071 ± 0.991

Nickel (Ni) 0.349 ± 0.320

Copper (Cu) 0.340 ± 0.083

Molybdenum (Mo) 0.020 ± 0.015
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4 Notes

1. This protocol describes the cultivation of B. subtilis in a chemi-
cally defined medium, which allows control over the medium
composition. However, this is not critical for the successful
application of the following steps and bacterial cultures can be
grown in complex media.

2. Beware of the quality of used media components. Most salts are
contaminated with trace metals to a certain degree and trace
metal contaminations can vary from batch to batch. Use salts
and water of sufficient purity.

3. Orbital shakers give the best results when cultivating B. subtilis
in Erlenmeyer flasks.

4. Rinse glassware with 1 M hydrochloric acid and incubate in
distilled water (A. dest.) overnight prior to sterilization.

5. Sterilize glassware by dry heat sterilization to prevent trace
metal contaminations from autoclave steam.

6. Weigh in the components for 1 L of base medium und dissolve
in 800 mL A. dest., adjust pH to 7.5 with HCl, fill up to 1 L
with A. dest., autoclave, and store at room temperature.

7. Standard Belitzky base medium contains citrate, which can
facilitate iron uptake as 2-citrate-1-iron complex. If iron uptake
is to be investigated, consider replacing 7 mM Na3C6H5O7

with 21 mM NaCl.

8. To prepare glycerol stocks let B. subtilis 168 grow to exponen-
tial phase in BMM at 37 °C and 200 rpm, dilute 1:1 with sterile
100% glycerol and store as 50 μL aliquots at -80 °C.

9. Antibiotic stocks are typically prepared as 10 mg/mL solutions
in DMSO.

10. Beware that antibiotic stocks can be contaminated with metals,
especially when the compound in question binds metals or
when metals are used during chemical synthesis. This can be
accounted for by analyzing the elemental composition of the
antibiotic stock.

11. Use water suited for elemental analysis and components of the
highest available purity to prepare buffers.

12. The VialTweeter sonicator (Hielscher, Teltow, Germany)
allows to disrupt cells in closed 2mL reaction tubes (no contact
to metal surfaces), minimizing trace metal contaminations.
Avoid cell disruption by French press or sonication with a
submersed metal sonotrode that is in direct contact with the
sample.
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13. Some 15 mL conical centrifuge tubes will leak after boiling
overnight with nitric acid. From our experience, BD Falcon
tubes (blue lid, Becton Dickinson, Franklin Lakes, USA) will
leak but comparable tubes from, for example, Sarstedt (red lid,
Sarstedt, Nümbrecht, Germany) are suitable.

14. Any method of drying is suitable in which none of the dry
material is lost.

15. Use water suited for elemental analysis.

16. Use nitric acid of the highest available quality, suited for ele-
mental analysis.

17. Use standards suited for elemental analysis.

18. In this example an iCAP 6500 Duo View ICP Spectrometer is
used (Thermo Fisher Scientific, Waltham, USA).

19. B. subtilis is particularly sensitive to temperature changes. If
exposed to cold media, flasks, or even pipettes, it may take
several hours before B. subtilis returns to normal growth.
Pre-warm all media and flasks before adding B. subtilis. Also,
pre-warm larger pipettes (>1 mL), conical centrifuge tubes, or
measuring cylinders if they are used to aliquot a growing
B. subtilis cultures. Pipette tips for 100 μL and 1 mL usually
suffice at room temperature.

20. In addition to an untreated control subculture, one flask is
needed per tested antibiotic.

21. The physiologically effective concentration of the tested anti-
biotics is a concentration that causes a 50–80% reduction of
growth but does not cause lysis of the bacteria. This concen-
tration has to be determined in growth experiments prior to
the experiment described here. It is not sufficient to infer this
concentration from a microdilution experiment.

22. Some bacterial species, including B. subtilis, will secrete com-
patible solutes and metal ions into the medium if centrifuged
for prolonged times in hypotonic buffers and/or at cold
temperatures.

23. In some settings, precipitation of iron can hamper analysis via
ICP-OES. Precipitated iron can be observed during ICP-OES
analysis as sporadic spikes in emission intensity in contrast to an
otherwise stable signal, as larger iron particles in the sample are
analyzed at irregular intervals. A dye-based approach can be
used as an alternative for iron quantification. If not stated
otherwise, the alternative approach described here follows the
procedures mentioned under Subheadings 3.1 and 3.2. For
dye-based quantification of iron, use 25 mL of B. subtilis cul-
ture per sample. After harvesting and washing, resuspend the
pellet in 500 μL of 10% nitric acid and disrupt bacteria using
the VialTweeter (see Note 12). Incubate the lysate at 100 °C
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and 800 rpm for 30 min in a thermomixer and remove the cell
debris by centrifugation. Mix 50 μL of the remaining sample
with 950 μL of reaction solution (0.2 mM chrome azurol S
(CAS), 0.07 mM cetyltrimethylammonium bromide (CTAB),
200 mM acetate, pH 4.75). Mix well and let equilibrate for
20 min. Afterward, measure the absorption at 630 nm and
determine iron levels using a calibration curve prepared from
a standard [16].

24. If the sample is turbid after 16 h or precipitation is observed,
centrifuge (20 min, room temperature, 16,000 × g) and trans-
fer to a fresh tube. Some material will be lost, which can
hamper the quantification, but particles are detrimental to
the measurement. Especially large quantities of iron under
oxygenic conditions and alkaline pH are prone to precipitate
(see Note 23).

25. Beware of emission at overlapping wavelengths. Depending on
the resolution of the used ICP-OES device the emission of
several elements can be overlapping (e.g., As 228.812 nm
and Cd 228.802 nm). Choose an appropriate set of wave-
lengths for elements that emit at several wavelengths to allow
analysis of all elements of interest in the expected sample
matrix. This can be a tradeoff between specificity and sensitiv-
ity, but finding the best setup is often simplified as modern
ICP-OES devices can record several wavelengths for several
elements simultaneously, and the accompanying software is
often equipped with wavelength libraries as well as optimiza-
tion tools. The wavelengths used here are K: 769.896 nm, Mg:
279.079 nm, Na: 818.326 nm Ca: 318.128 nm, Fe:
238.204 nm, Zn: 213.856 nm, Ni: 231.604 nm, Cu:
324.754 nm, and Mo: 202.030 nm.

26. Most modern analysis software allows for automatic quantita-
tion by using defined, method-specific calibration standards.

27. Correction for differences in cell number is necessary to
account for the reduced growth of subcultures treated with
antibiotics.

28. Changes in intracellular ion amounts are well expressed by
determining the ratio of the untreated control to the treated
culture.

29. When calculating absolute intracellular concentrations, beware
of differences in cell volume. The volume of bacteria changes
depending on media, cultivation conditions, and growth
phases. Best results are obtained, when cell volumes are deter-
mined, for example, from microscopic images under condi-
tions used for the elemental analysis.
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Chapter 20

Label-Free Quantitation of Ribosomal Proteins from Bacillus
subtilis for Antibiotic Research

Sina Sch€akermann, Pascal Dietze, and Julia E. Bandow

Abstract

Current research is focusing on ribosome heterogeneity as a response to changing environmental condi-
tions and stresses. Altered stoichiometry and composition of ribosomal proteins as well as association of
additional protein factors are mechanisms for shaping the protein expression profile or hibernating ribo-
somes. In this updated chapter, we present a method for the isolation of ribosomes to analyze antibiotic-
induced changes in the composition of ribosomes in Bacillus subtilis or other bacteria. Ribosomes and
associated proteins are isolated by ultracentrifugation, and proteins are identified and quantified using label-
free mass spectrometry.

Key words Mass spectrometry, Ribosome heterogeneity, Stress, Proteomics

1 Introduction

Ribosomes are remarkable ribonucleoprotein complexes and essen-
tial for translation in all living cells. Due to their key role in cellular
physiology, ribosomes are targeted by many clinically used antibio-
tics [1, 2]. To allow for protein synthesis, more than 50 ribosomal
proteins and three ribosomal RNAs assemble into the bacterial 70S
ribosome. Yet, the ribosome is not a fixed entity but is adapted to
changing environmental conditions and stresses, resulting in ribo-
some heterogeneity. As previously reviewed [4–9], ribosome het-
erogeneity is, for example, achieved by altered stoichiometry and
composition of ribosomal proteins, the modification status of
ribosomal proteins or rRNA, and interaction with additional pro-
teins. For instance, the stoichiometry of ribosomal proteins in
Escherichia coli was found to change depending on the growth
rate [10–12]. During transition to stationary phase, changes in
proteins associating with ribosomes are observed, and ribosomal
core proteins L31A and L36A are replaced by their respective
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paralogs [13, 14]. Similarly, upon zinc-limiting conditions in Bacil-
lus subtilis, ribosomal proteins L31 and S14 containing zinc-
binding motifs are replaced by non-zinc-binding homologues
[15, 16]. In Mycobacterium smegmatis, alternative ribosomes con-
taining paralogous ribosomal proteins lacking cysteine-rich motifs
exhibit a distinct translational profile and play a role in iron homeo-
stasis [17]. During cold shock, bulk protein translation is repressed
as E. coli ribosomes are inactivated by binding of protein Y (pY),
which is rapidly released when growth conditions improve
[18]. Yet, to allow for selective translation of cold shock
proteins while bulk protein production is repressed, increased levels
of translation initiation factors IF1 and IF3 are necessary
[19, 20]. Ribosome hibernation due to dimerization into
100S particles is mediated by associating proteins and is a
common response to environmental stress conditions in bacteria
[21–23]. Ribosome hibernation is also important for tolerance
toward aminoglycosides in stationary phase [24]. In response to
the antibiotic kasugamycin, E. coli ribosomes lacking some ribo-
somal proteins of the small subunit like S1 occur. Although these
ribosomes are unable to translate canonical mRNAs, translation of
leaderless mRNAs (lmRNAs) was confirmed in vivo and in vitro
[25]. Ribosomes lacking S1 are also present upon normal growth
conditions, and lmRNA translation might be relevant under stress
conditions [26, 27]. The role of ribosomes as regulatory elements
shaping the protein expression profile by ribosomal heterogeneity is
discussed as the ribosome filter hypothesis [28, 29].

364 Sina Sch€akermann et al.

This chapter is an updated version of a chapter previously
published in the first edition of this book [30]. The method
described here is suitable for label-free quantitation of ribosomal
proteins from B. subtilis and other bacteria for studying ribosome
heterogeneity upon antibiotic treatment or other stress conditions.
Studying ribosome heterogeneity can be helpful for understanding
changes in protein expression counteracting antibiotic-induced
stress or to analyze adaption strategies in response to ribosome-
targeting antibiotics. Using this method, we quantified 380 pro-
teins of untreated B. subtilis ribosome isolations. Among those,
27 of 35 and 18 of 22 ribosomal proteins were quantified, which
according to Ref. [31] can be part of the large and small ribosomal
subunit, respectively (Table 1). In B. subtilis, 35 ribosomal proteins
are thought to be essential, as gene disruption was not possible
[31]. All but one of these essential proteins were identified using
the described method (Table 1). Furthermore, proteins typically
associated with the ribosome were found like initiation factors InfB
and InfC; elongation factors TufA, FusA, Tsf, and Efp; trigger
factor Tig; ribosome recycling factor Frr; and the GTPases involved
in ribosome assembly YsxC and YqeH.
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Table 1
Quantification of ribosomal proteins after ribosome isolation from untreated B. subtilis

fmol

replicate

RplA L1 86.5 78.6 92.1 85.7 5.5 6.5

RplB L2 124.1 145.6 181.3 150.3 23.6 15.7

RplC L3 87.8 84.5 79.6 83.9 3.4 4.0

RplD L4 117.4 106.5 118.8 114.2 5.5 4.8

RplE L5 130.7 113.1 126.8 123.5 7.5 6.1

RplF L6 104.1 100.5 106.2 103.6 2.4 2.3

RplI L9 7.7 8.1 9.0 8.3 0.5 6.2

RplJ L10 43.1 40.1 38.0 40.4 2.1 5.2

RplK L11 81.6 70.9 69.2 73.9 5.5 7.5

RplL L7/L12 239.3 214.8 210.3 221.5 12.8 5.8

RplM L13 119.4 100.4 126.2 115.3 10.9 9.5

RplN L14 53.8 46.9 48.5 49.7 3.0 6.0

RplO L15 90.6 77.3 86.5 84.8 5.6 6.6

RplP L16 64.9 63.1 65.6 64.5 1.0 1.6

RplQ L17 98.7 91.2 91.7 93.9 3.4 3.7

RplR L18 76.3 60.0 53.8 63.4 9.5 14.9

RplS L19 118.8 105.4 100.9 108.3 7.6 7.0

RplT L20 65.8 72.3 77.1 71.7 4.6 6.4

RplU L21 77.7 73.9 92.6 81.4 8.1 9.9

RplV L22 107.2 95.0 100.2 100.8 5.0 4.9

RplW L23 44.5 39.7 44.8 43.0 2.3 5.5

RplX L24 NFc 63.1 86.9 75.0 11.9 15.8

Ctc L25 homologue NDd

RpmA L27 61.8 59.6 40.6 54.0 9.5 17.6

RpmB L28 ND

RpmC L29 94.3 78.6 85.9 86.2 6.4 7.4

RpmD L30 49.6 45.1 54.8 49.8 3.9 7.9

RpmEA L31A 6.8 7.6 15.5 10.0 3.9 39.2

RpmEB L31B ND

RpmF L32 ND
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(continued)

fmol

replicate

RpmGA L33.1 ND

RpmGB L33.2 ND

RpmH L34 ND

RpmI L35 NF 9.0 31.1 20.0 11.1 55.3

RpmJ L36 ND

YpfD S1 2.3 2.1 1.0 1.8 0.6 31.5

RpsB S2 52.5 51.0 76.6 60.0 11.7 19.5

RpsC S3 61.1 53.3 70.8 61.7 7.2 11.6

RpsD S4 103.8 87.4 142.1 111.1 22.9 20.6

RpsE S5 124.0 121.7 181.2 142.3 27.5 19.3

RpsF S6 73.3 60.2 82.0 71.8 9.0 12.5

RpsG S7 108.0 92.1 129.9 110.0 15.5 14.1

RpsH S8 85.1 74.1 98.1 85.8 9.8 11.5

RpsI S9 44.1 40.7 58.6 47.8 7.7 16.2

RpsJ S10 61.0 56.4 92.9 70.1 16.2 23.2

RpsK S11 59.9 57.7 79.9 65.8 10.0 15.1

RpsL S12 29.0 34.4 66.9 43.5 16.7 38.4

RpsM S13 62.4 53.4 77.6 64.5 10.0 15.4

RpsN S14 ND

YhzA S14 homologue ND

RpsO S15 48.7 40.9 69.6 53.1 12.1 22.8

RpsP S16 48.5 43.5 66.7 52.9 10.0 18.8

RpsQ S17 36.6 35.8 43.6 38.7 3.5 9.0

RpsR S18 21.7 17.9 25.4 21.6 3.0 14.1

RpsS S19 51.1 46.9 80.8 59.6 15.1 25.3

RpsT S20 ND

RpsU S21 ND

For ribosomal proteins identified in at least two of three replicates, the normalized amount is shown as fmol on column.

Arithmetic means (mean) and standard deviations (SD) are given
aProteins that according to Ref. [31] are thought to be essential in B. subtilis are marked in bold
bValues ≥39% are marked in bold (see Note 37)
cProtein not found in this replicate
dProtein not detected in at least two of three replicates
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2 Materials

Unless noted otherwise, prepare stock solutions in distilled water
(A. dest.). Use UPLC/MS grade solvents, formic acid (FA), and
trifluoroacetic acid (TFA) for mass spectrometry. Make sure to
follow regional waste disposal regulations.

2.1 Cultivation of B.

subtilis in Belitzky

Minimal Medium

(BMM) (See Note 1)

1. Water bath shaker.

2. Sterile Erlenmeyer glass flasks (100 mL, 500 mL) with cotton
plugs.

3. Photometer.

4. Centrifuge for conical tubes.

5. Belitzky base medium: 15 mM (NH4)2SO4, 8 mM MgSO4,
27 mM KCl, 7 mM Na3C6H5O7, 50 mM Tris-HCl, pH 7.5.
Weigh in all components for 1 L of basal medium and dissolve
in 800 mL A. dest. Adjust pH to 7.5 using HCl, fill up to
1000 mL with A. dest., prepare 250 mL aliquots, autoclave,
and store at room temperature (RT).

6. Supplemented BMM: 600 μM KH2PO4, 2 mM CaCl2, 2 μM
FeSO4, 10 μM MnSO4, 0.2% glucose, 4.5 mM L-glutamic
acid, 780 μM L-tryptophan in base medium. Stock solutions
prepared in A. dest. Are: 200 mM KH2PO4, 1 M CaCl2, 1 mM
FeSO4, 25 mM MnSO4, 20% (w/v) D-glucose, 500 mM L-
glutamic acid, 39 mM L-tryptophan.

7. Glycerol stocks of B. subtilis 168 for inoculation (see Note 2).

2.2 Ribosome

Isolation by

Ultracentrifugation

To protect samples from RNase activity, only use autoclaved water
for buffer preparation. This method was modified from Ref.
[32, 33].

1. French Press cell disruption system (see Note 3).

2. Ultracentrifuge equipped with fixed angle and swing-out
rotors.

3. Appropriate ultracentrifugation tubes.

4. Magnetic stirrer.

5. Magnetic stir bars (≤ 0.6 cm).

6. Glass beaker.

7. 10% H2O2 in a squirt bottle.

8. 1.1 M sucrose, filter sterilized, stored at 4 °C.

9. 0.1 M DTT (see Note 4).

10. 10 mg/mL DNase I, stored as 100 μL aliquots at -20 °C.

11. Buffer A: 10 mM Tris-HCl, pH 7.5, 10 mM MgAc, 60 mM
NH4Cl, 0.5 mM EDTA, 3 mM β-mercaptoethanol (see Note
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5). Prepare fresh from the following stock solutions: 1 M Tris-
HCl, pH 7.5, 1 M magnesium acetate (MgAc), 2 M NH4Cl,
0.5 M EDTA. For the EDTA stock solution, adjust pH to
8 with NaOH, otherwise EDTA will not dissolve.

12. Buffer B: 20 mM Tris-HCl, pH 7.5, 10.5 mMMgAc, 0.5 mM
NH4Cl, 0.5 mM EDTA, 3 mM β-mercaptoethanol (see Note
6). Prepare fresh from stock solutions as listed for buffer A.

13. Protease inhibitor cocktail of choice.

2.3 Tryptic Digest of

Isolated Ribosomes

UseMS grade water and solvents for preparation of stock solutions.
To avoid contaminations with keratin, wear protective gloves and
clean lab coats, and clean the working bench thoroughly (see
Note 6).

1. Refrigerated table-top centrifuge.

2. Thermomixer adjustable to 60 °C and 37 °C (see Note 7).

3. 1% (w/v) stock solution of RapiGest (Waters, Milford, USA),
100 μL aliquots stored at -20 °C.

4. 250 mM Tris-(2-carboxyethyl)phosphine hydrochloride
(TCEP), 25 μL aliquots stored at -20 °C.

5. 500 mM iodoacetamide (see Note 8).

6. 0.5 μg/μL trypsin (see Note 9).

7. TFA.

2.4 UPLC-MSE

Analysis

1. Synapt G2-S HDMS ToF mass spectrometer equipped with an
ESI nanoLockSpray source coupled online to a nanoAcquity
UPLC system and operated with MassLynx software (e.g.,
version V4.1 SCN932; Waters, see Note 10).

2. NanoACQUITY UPLC Symmetry C18 Trap Column (pore
size, 100 Å; particle diameter, 5 μm; inner diameter, 180 μm;
length, 20 mm; Waters).

3. NanoACQUITY UPLC peptide CSH C18 Column (pore size,
130 Å; particle diameter, 1.7 μm; inner diameter, 75 μm;
length, 150 mm; Waters).

4. Ultrasonic bath.

5. Glass vials for mass spectrometry.

6. Hi3 quantitation standard (Hi3 PhosB standard, Waters; see
Note 11), stored as 10 μL aliquots of 10 pmol/μL in 3
acetonitrile/0.5% TFA at -80 °C.

7. 0.1% FA in MS-grade A. dest. For dilution of tryptic digests.

8. Solvent A: 0.1% FA in MS-grade A. dest., degassed in an
ultrasonic bath for 10 min.
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9. Solvent B: 0.1% FA in acetonitrile, degassed in an ultrasonic
bath for 10 min.

10. Lock mass, 0.25 μg/mL leucine enkephalin (see Note 12) in
50% acetonitrile containing 0.1% FA, degassed in an ultrasonic
bath for 10 min.

2.5 Label-Free

Quantitation of MSE

Data

1. ProteinLynx Global Server (PLGS, version 2.5.2, Waters).

2. Microsoft Excel (e.g., version 2010) or comparable software.

3 Methods

3.1 Cultivation of B.

subtilis for Ribosome

Isolation (See Note 13)

Be sure to work sterilely while preparing media and handling cul-
tures. Grow all cultures of B. subtilis at 37 °C in a shaking water
bath under steady agitation at 200 rpm in sterile Erlenmeyer flasks
with cotton plugs. The ribosome isolation and label-free quantita-
tion method of course is not restricted to B. subtilis, but this
organism is chosen here as example for the experimental procedure.
The method described here can also be combined with in vivo
cross-linking techniques to stabilize transient protein interactions
if necessary.

1. Use 10 μL of a glycerol stock of B. subtilis 168 to inoculate
20 mL of BMM in a 100 mL Erlenmeyer flask (see Note 14).
Prepare three to ten serial 1:10 dilutions of the same volume in
Erlenmeyer flasks and incubate overnight at 37 °C in a shaking
water bath (see Note 15). Store the remaining supplemented
BMM at 4 °C for short-term usage.

2. After overnight incubation, measure the OD500 against BMM.
Choose one of the cultures, which is still in exponential phase
(see Note 16; OD500 0.25–0.8) to inoculate the main culture
to an OD500 of 0.05. Use 100 mL (see Note 17) of BMM
pre-warmed to 37 °C in a 500 mL Erlenmeyer flask for the
main culture.

3. Let the culture grow to OD500 0.15 (see Note 18), split the
volume and transfer to new pre-warmed Erlenmeyer flasks (see
Note 19). Leave one of the cultures untreated as control and
add your antibiotic of choice in appropriate concentrations to
the second flask (see Note 20). Incubate in the water bath for
1 h to allow adaptation of the proteome to the antibiotic stress.

4. Transfer each culture to 50 mL falcon tubes and harvest the
cells by centrifugation for 10 min at 4 °C and 3000× g. From
now on, keep the samples cool at all times. Discard the super-
natant and wash the cells by suspending in 25 mL buffer
A. Centrifuge again (10 min, 4 °C, 3000× g), discard the
supernatant, and store at -80 °C until further use.
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3.2 Cell Disruption

and Ribosome

Isolation (See Note 21)

To protect your samples from RNases, use 10% H2O2 to clean the
working bench and ultracentrifugation tubes. Make sure to exactly
balance all samples for ultracentrifugation using a scale (see
Note 22).

1. Resuspend each pellet in 5 mL buffer B and protease inhibitor
of choice, DNase (15 μL of stock), and DTT (25 μL of stock).

2. Disrupt cells by French Press using eight to ten passages (see
Note 23).

3. Transfer the suspensions to appropriate ultracentrifugation
tubes and remove cell debris in three ultracentrifugation steps
in a fixed-angle rotor at 4 °C (see Note 24). Centrifuge at
16,000× g for 8 min, discard the pellet and subject the super-
natant to a second centrifugation at 22,000× g for 8 min.
Again, discard the pellet and centrifuge the supernatant at
43,000× g for 25 min.

4. Slowly load the supernatant onto 5 mL of sucrose in appropri-
ate ultracentrifugation tubes and fill up completely with buffer
B. Make sure that the weight of all tubes is exactly balanced
before proceeding to ultracentrifugation in a swing-out rotor
at 4 °C for 20 h at 80,000× g.

5. Slowly decant the supernatant and rinse the ribosome pellet
with buffer B (see Note 25). Add a magnetic stir bar (0.6 cm)
and resolve the pellet on ice for ~2 h in 500 μL buffer B (see
Note 26).

6. Determine the protein concentration, for example, by using
Bradford or Ninhydrin assays following manufacturer’s instruc-
tions or standard lab protocols and store as 0.25 μg/μL ali-
quots with a volume of 50 μL in 1.5 mL tubes (seeNote 27) at
-80 °C until further use.

7. To confirm that ribosome isolation was successful, use 10 μg of
the samples for sodium dodecyl sulfate polyacrylamide gel
electrophoresis (SDS PAGE) and Coomassie staining using
standard protocols. In addition, 16S and 23S rRNA can be
extracted and analyzed by 3-(N-morpholino)propanesulfonic
acid (MOPS) agarose gels using standard protocols. As a refer-
ence, Fig. 1 shows a Coomassie-stained SDS gel of a typical
isolation of ribosomal proteins from B. subtilis (A) and a
corresponding RNA gel for extracted 16S and 23S rRNA
from the same sample (B).

3.3 Tryptic Digest

(See Note 28)

1. Add 0.1% RapiGest and 2.5 mM TCEP to each sample and
incubate at 60 °C for 45 min.

2. Add 5 mM freshly prepared iodoacetamide and incubate at RT
for 25 °C in the dark (see Note 29).
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Fig. 1 Visualization of ribosomal proteins (a) and ribosomal RNA (b) after
ribosome isolation from B. subtilis. Ribosomal proteins after SDS-PAGE and
Coomassie staining are shown in (a). rRNA was extracted from isolated
ribosomes, separated by MOPS agarose electrophoresis and visualized by
ethidium bromide (b). (Figure reprinted from [30])

3. Add 0.25 μL trypsin to reach an enzyme to protein ratio of 1:
100 and mildly shake samples incubating at 37 °C (see Note
10) for 5 h.

4. Add 2 μL TFA sample to precipitate RapiGest and to terminate
the digestion. Remove RapiGest by centrifugation at
16,000 × g for 10 min at 4 °C. Transfer the supernatant to a
fresh tube and repeat until RapiGest is removed completely (see
Note 30).

5. Store tryptic digest at -80 °C until further use.

3.4 Mass

Spectrometry

1. Tryptic digests are diluted 1:10 in 0.1% FA containing 12.5
fmol/μL Hi3 quantitation standard and 10–20 μL are trans-
ferred into glass vials. For analysis, 4 μL are loaded onto the
trap column (see Note 31). Samples are desalted with a flow of
10 μL/min 0.5% solvent B for 3 min.

2. Peptides are eluted with a linear gradient from 0.5 to 60% B in
150 min. The column is subsequently washed and
re-equilibrated with the following steps: linear gradient to
99.5% B in 5 min, hold at 99.5% B for 10 min, linear gradient
to 0.5% B in 5 min, hold at 99.5% for 10 min.

3. In parallel, leucine-enkephalin is pumped with a flow rate of
0.5 μL/min as lock mass.

4. Mass spectra in MSE mode are recorded with MassLynx soft-
ware using the following settings:

4.1 Acquisition times: start time, 0 min; end time, 180 min.

4.2 Acquisition mode: polarity, positive; analyzer mode,
resolution.
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4.3 MSE mass range: low mass, 50 Da; high mass, 1200 Da;
scan time, 1 s.

4.4 Collision energy: in function 2 (high energy) ramp trap
collision energy from 14 to 45 V.

4.5 LockSpray properties: acquire LockSpray, do not apply
correction; scan time, 1 s; interval, 60 s; scans to average,
3; mass window, ± 0.3 Da.

3.5 Label-Free

Quantitation of

Proteins

1. Load MSE raw data into PLGS for processing.

2. Use the following Apex3D settings as processing parameters to
generate mass spectra for database analysis:

(a) Chromatographic peak width, automatic.

(b) MS ToF resolution, automatic.

(c) Lock mass, 556.2771 Da/e; lock mass window, 0.25 Da.

(d) Low energy threshold, 50 counts; elevated energy thresh-
old, 15 counts, intensity threshold, 500 counts.

3. For database analysis, use a nonredundant database containing
protein sequences of B. subtilis 168 (e.g., NCBI Reference
Sequence: NC_000964.3) as well as the sequences for the
Hi3 quantitation standard (refer to manufacturer’s instruc-
tions), trypsin and keratin. The following parameters are suit-
able for the database search:

(a) Peptide and fragment tolerance, automatic.

(b) Minimal fragment ion matches per peptide, 2; minimal
fragment ion matches per protein, 6; minimal peptide
matches per protein, 3.

(c) Maximum protein mass, 250,000 Da.

(d) Primary digest reagent, trypsin; secondary digest reagent,
none; missed cleavages, 1.

(e) Fixed modifications, carbamidomethyl C; variable modi-
fications: deamidation N, deamidation Q, oxidation M.

(f) False positive rate, 4%.

(g) Calibration protein, PhosB; calibration protein concentra-
tion, 50 fmol.

4. Activate the automation setup option for IdentityE (Ion
accounting output) for automated export of peptide and pro-
tein lists for each sample to manually analyze the proteomics
data as described below or use the automated Expression Anal-
ysis provided by PLGS following manufacturer’s instructions.

3.6 Manual Analysis

of Regulated Proteins

(See Note 32)

1. Open all protein lists (typically three biologically independent
replicates per condition are investigated) in Excel.
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2. Using the filter function in Excel, reject proteins with <95%
probability (proteins with “green OK” symbol in PLGS or
“Green” written in excel sheet in column “protein.AutoCu-
rate” are of at least 95% probability), proteins found in the
random reverse database (protein.dataBaseType random) and
proteins that could not be quantified (no entry in protein.
fmolOnColumn).

3. To compensate for possible variations in sample load, apply the
following normalization. For each sample, calculate the sum
for protein.fmolOnColumn (absolute protein amount) of all
proteins, then normalize the value for each protein in the
sample against this sum (see Note 33).

4. Combine the protein amount data of all samples in one spread-
sheet. For further analysis, for each condition include only
proteins for which data exists from at least two out of three
biological replicates.

5. Calculate arithmetic means and standard deviations (SD) for
each condition (see Note 34, Table 1). To select upregulated
and downregulated proteins, calculate the log2 ratio of the
arithmetic means of control and antibiotic-treated conditions
for each protein.

6. Select for upregulated or downregulated proteins using a con-
fidence interval of 95% (meanlog2ratio ± 1.963 × SDlog2ratio),
p-values below 0.05 and appropriate SD values (see Note 34).
Proteins found in all three replicates representing one condi-
tion but in none of the replicates representing the other condi-
tion can be considered as “unique” for this condition if the SD
value is appropriate (see Note 34).

4 Notes

1. This protocol describes cell cultivation in chemically defined
medium, which allows full control over medium composition.
However, this is not critical for the successful application of the
following steps of the protocol, and bacterial cultures can be
grown in complex media.

2. Let B. subtilis 168 grow to exponential phase in BMM at 37 °C
and 200 rpm, dilute 1:1 with 100% glycerol and store as 50 μL
aliquots at -80 °C.

3. French Press is comparably gentle for cell disruption, yet other
methods like bead beating or sonication might work as well for
this protocol.

4. Store aliquots at -20 °C. DTT in solution is not suitable for
long-term storage. Discard thawed aliquots and prepare fresh if
aliquots lost the typical odor of DTT. Do not refreeze thawed
aliquots.
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5. β-Mercaptoethanol solutions of 99% purity have a concentra-
tion of 14.3 M.

6. Keratin contaminations will interfere with ionization of your
samples during mass spectrometry. Use lint-free precision
wipes for all cleaning purposes. If you refill pipette tips manu-
ally, wear clean gloves and wash out tip boxes with MS grade
ethanol or methanol regularly. Do not autoclave tips for tryptic
digest or mass spectrometry to minimize contaminations
derived from the autoclaving process.

7. Use a thermomixer with ~100 rpm at 37 °C and without
shaking at 60 °C, respectively. Alternatively, tape a tube rack
onto an orbital shaker in a 37 °C climate chamber and use a
standard heating block for 60 °C.

8. Prepare fresh, use on the same day only and store at 4 °C in the
dark until needed.

9. Use sequencing grade trypsin. Prepare stock solutions in the
buffer recommended by the manufacturer and store as 10 μL
aliquots at -80 °C. Thaw and refreeze for a maximum of three
times.

10. In principle, ribosomes can of course be analyzed by alternative
quantitation strategies and other types of instruments. As we
use label-free quantitation based on the Hi3 technology of
MSE data with a Synapt setup, this protocol will only cover
this approach.

11. This standard is suitable for bacterial proteomics, as these
peptide sequences are not encoded in bacterial genomes.

12. Store 400 μg/mL stocks in 0.1% FA at -80 °C. Alternatively,
use 500 fmol/μL [Glu1]-fibrinopeptide B (250 pmol/μL
stocks in 0.1% FA) as lockmass, yet this compound is drastically
less stable.

13. For quantitative analysis of antibiotic-induced changes of the
ribosome composition, cultures are grown as biologically inde-
pendent triplicates. All following steps including cell disrup-
tion, ribosome isolation, and tryptic digest should be
performed simultaneously and mass spectrometrical analysis
should be performed en bloc to minimize technical variation.

14. Use a minimal ratio of medium to flask volume of 1:5 to allow
aerobic growth of the cultures.

15. This is done to yield exponentially growing cultures for inocu-
lation of the main culture. The number of dilutions needed
may vary and depends on the used glycerol cultures and incu-
bation times.

16. This is important to avoid a lag phase when starting the main
culture, which will happen if stationary phase cells are used or if
cells are cold-shocked by inoculating cold BMM.
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17. The protocol works fine for a minimum volume of ~50 mL per
sample for successful ribosome isolation from B. subtilis.

18. This cell density is suitable for monitoring proteome changes
after 60 min of antibiotic stress with control cultures still in
exponential phase at the time of harvest. This is critical, as the
composition of the ribosome is altered upon entry into station-
ary phase.

19. Use pre-warmed and sterile falcons, pipettes, or measuring
cylinders for this purpose.

20. The amount of antibiotic used should reduce growth rates to
50–70% but should not kill the cells. This makes sure that the
cells can adapt their proteome to the stress caused by the
antibiotic.

21. The method described here does not separate the 30S from the
50S subunits. To do so, a subsequent sucrose gradient centri-
fugation is needed.

22. Wipe the outside of the ultracentifugation tubes to remove
water stemming from keeping the samples on ice and place
tubes on a scale in a glass beaker. To balance tubes against each
other, remove the cap, place it on the scale next to the glass
beaker, and use a pipette to add the appropriate amount of
buffer B.

23. The number of passages needed for successful cell disruption
has to be adjusted to the bacterial strain investigated and the
volume of the pressure cell. Use as many passages as needed to
reach a clear suspension. Make sure the pressure cell is cooled
down prior to use (on ice or in a cooling chamber) to avoid
heating of the sample. If necessary, interrupt the disruption
process to cool the pressure cell on ice.

24. Please refer to the manual of your ultracentrifuge for detailed
information on handling centrifugation tubes, as operating
errors can be extremely dangerous and procedures may vary
between centrifuges and rotors.

25. Gently rinse pellet with buffer B, but do not resuspend the
pellet.

26. Place the ultracentrifugation tube in a glass beaker filled with
ice and put it onto a magnetic stirrer in a cool room (4 °C).

27. We recommend to use low-bind tubes for storage and handling
of proteinaceous samples.

28. It is highly recommended to use pipettes suitable for accurately
transferring very small volumes (0.1–2.5 μL pipettes and 10 μL
pipettes, respectively).

29. Put the tubes into a lightproof box or wrap in aluminum foil.
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30. Make sure that no precipitated RapiGest remains in the
solution—this may take additional one to two centrifugation
steps. If RapiGest is not pelleted properly (solution is opaque
or particles are visible in the solution), add few more μL o
TFA, incubate at 37 °C and repeat the centrifugation steps.

31. The volume of sample loaded may depend on the sample loop.
For this example, a 5 μL loop was used and an injection volume
of 4 μL contains tryptic peptides of 100 ng isolated protein plus
50 fmol of Hi3 quantitation standard.

32. In Excel, conditional formatting and the “vlookup” command
are useful for manual handling of proteomics data.

33. Standard techniques like Bradford or Ninhydrin assays for
whole protein quantitation in the samples prior to tryptic
digests are not very reliable when determining rather low
protein concentrations. The total protein amount loaded
onto the column as detected by MS is calculated as a quality
check for all samples and serves as reference for the normaliza-
tion. If the average deviation between samples is high (e.g.,
more than 30%), you should consider repeating theMS analysis
or preparing additional replicates for quantitation.

34. For technical replicates, the standard deviation using the MSE-
based Hi3 Method was shown to be less than 15% [3]. For
quality control, calculate the mean standard deviation across
the three biological samples representing each condition. For
example, we found that the mean standard deviation for pro-
tein amounts of ribosome isolations (representing the com-
bined biological and technical variability) to be ~21% ±18%.
As an example, results for ribosomal proteins isolated from
untreated B. subtilis are given in Table 1.
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Chapter 21

Functional Metagenomics to Study Antibiotic Resistance

Bejan Mahmud, Manish Boolchandani, Sanket Patel, and Gautam Dantas

Abstract

The construction and screening of metagenomic expression libraries have a great potential to identify novel
genes with desired functions. Here, we describe metagenomic library preparation from fecal DNA,
screening of libraries for antibiotic resistance genes (ARGs), massively parallel DNA sequencing of the
enriched DNA fragments, and a computational pipeline for high-throughput assembly and annotation of
functionally selected DNA.

Key words Functional metagenomics, Antibiotic resistance genes, Resistome, Functional selections,
Massively parallel DNA sequencing, High-throughput assembly, Profile HMM-based annotation,
PARFuMS, Resfams

1 Introduction

The continued evolution and global spread of antibiotic resistance
genes (ARGs) in pathogens has become a major clinical and public
health problem [1]. The increase in number, diversity, and range of
multidrug-resistant organisms limits therapeutic options to resolve
infections. To effectively mitigate or counter the antibiotic resis-
tance problem, identification and characterization of ARGs, as well
as their modes of transmission and mechanisms of action, is crucial.

The extensive use of antibiotics has unarguably led to a wide-
spread increase in diversity and spread of ARGs in environmental
reservoirs and pathogenic bacteria [2]. However, antibiotic resis-
tance is ancient, existing long prior to the first discovery of natural
product antibiotics by Fleming [3]. Bacteria from diverse habitats
carry extensive reservoirs of ARGs, collectively termed the “resis-
tome,” which have the potential for facile transmission to patho-
gens [2, 4–6].

Authors Bejan Mahmud, Manish Boolchandani, Sanket Patel have contributed equally to this chapter.

Peter Sass (ed.), Antibiotics: Methods and Protocols,
Methods in Molecular Biology, vol. 2601, https://doi.org/10.1007/978-1-0716-2855-3_21,
© The Author(s), under exclusive license to Springer Science+Business Media, LLC, part of Springer Nature 2023

379

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-2855-3_21&domain=pdf
https://doi.org/10.1007/978-1-0716-2855-3_21#DOI


Two conventional approaches, culture-based [ ] and targeted
PCR-based [ ], have been frequently applied to study ARGs in
complex microbial communities. While cultivation in the lab is
the “gold standard” for identifying bacteria with antibiotic resis-
tance, a large proportion (70–80%) of bacteria are difficult to
culture in the laboratory [ ]. This leads to a vast under-sampling
of microorganisms belonging to diverse habitats, and, as such, their
ARGs remain unanalyzed [ ]. Targeted PCR-based approaches
are generally used to identify and quantify ARGs with known
sequences, bypassing the need for culture. However, these methods
are only able to detect previously described genes and often require
cloning into expression vectors and subsequent experimentation to
verify function. Furthermore, homology-based identification and
characterization of ARGs in shotgun sequences of microbial com-
munities is inherently limited to the low number of genes with high
sequence similarity to previously identified genes. In addition, such
in silico analyses are unable to confirm the function encoded in
putative ARGs and therefore require additional experimentation.
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A much more efficient and powerful technique for characteriz-
ing resistomes is functional metagenomics (Fig. 1a) [3, 11–14],
wherein total community DNA is cloned into an expression vector
and transformed into a susceptible (and easily cultured) indicator
strain. The resulting transformant library is assayed for antibiotic
resistance by plating on selective media, and selected ARGs are
sequenced and annotated. This allows the analysis of 109–1010 bp
of DNA in a single experiment while exploiting three key advan-
tages over culture- or PCR-based studies [12]: (i) no need to
culture recalcitrant microorganisms, (ii) no prior knowledge
required about ARG sequences, and (iii) direct association of resis-
tance phenotypes with cloned and sequenced ARGs. Recent devel-
opments in high-throughput functional metagenomics [12] allow
researchers to multiplex up to 400 functional metagenomic selec-
tions on a single Illumina sequencing lane. With the custom-built
tool PARFuMS (Parallel Annotation and Reassembly of Functional
Metagenomic Selections, Fig. 1b) [2], researchers can now perform
demultiplexing, quality-filtering, trimming, assembly of the reads
into full-length metagenomic fragments, and annotation in a single
automated step, substantially reducing experimental cost.

Functional metagenomics has proven to be the most efficient
and powerful method to date for sequence-agnostic investigation
of antibiotic resistance mechanisms and their associated genes
across a wide variety of habitats. Our lab actively uses the following
protocol and pipeline to identify and characterize ARGs derived
from samples collected from different environmental and human-
associated microbial communities (see Note 1).
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Fig. 1 Schematic representation of high-throughput functional metagenomic selection and resistome charac-
terization. (a) DNA is extracted from the microbial community (e.g., feces), and 2–5-kb fragments are cloned
into an expression system in an indicator strain (e.g., Escherichia coli). Transformants harboring resistance
genes are selected using antibiotics at concentrations inhibitory to the isogenic, vector-only control strain.
Plasmids from colonies containing DNA fragments conferring resistance to corresponding antibiotics are
isolated, tagmented, indexed with unique dual sequences, and pooled in sets of up to 400 selections for next-
generation sequencing. (b) Short sequencing reads from the Illumina platform are computationally binned by
indices and assembled with computational pipeline PARFuMS, in which intermediate-length contigs from
multiple rounds of assembly with the short-read assembler Velvet are assembled into full-length contigs using
the long-read assembler Phrap. Contigs are annotated using BLAST (CARD, ResFinder, and NCBI AMRFinder-
Plus) and profile HMM (Resfam, Pfam, and TIGRFam) databases. (Figure reprinted from [36])

2 Materials

Prepare all reagents and buffers in ultrapure water. Use nuclease-
free water to set up all reactions that involve DNA. Prepare and
store all reagents at room temperature unless indicated otherwise.
Thoroughly follow all applicable waste disposal regulations when
disposing of biological and chemical waste.

2.1 DNA Extraction 1. DNA extraction buffer: 100 mM NaCl, 100 mM Tris, 10 mM
EDTA in ultrapure water. Add 0.6 g of NaCl to 80 mL of water
and add 0.5 mL of 0.5 M EDTA (pH 8.0), as well as 10 mL of
1 M Tris–HCl (pH 7.5). Add ultrapure water to 100 mL.

2. 20% Sodium dodecyl sulfate (SDS).
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3. 0.1 mm zirconium beads.

4. 3 M sodium acetate, pH 5.5.

5. Phenol:chloroform:isoamyl alcohol (25:24:1), pH 8.0 (see
Note 2).

6. Mini-Bead beater (BioSpec Products, Bartlesville, OK, USA).

7. 5Prime Phase-lock gel tube (PLG) (Quantabio, Beverly, MA,
USA).

8. Molecular biology grade Isopropyl alcohol (Isopropanol).

9. Ethyl alcohol (ethanol).

10. Tris-EDTA (TE) buffer: 10 mM Tris-HCl, pH 8.0, 1 mM
EDTA, pH 8.0.

11. 100 mg/mL RNase A.

12. PCR Purification Kit.

13. Qubit® dsDNA BR Assay Kit (ThermoFisher Scientific, Wal-
tham, MA, USA).

14. Qubit® dsDNA HS Assay Kit (ThermoFisher Scientific, Wal-
tham, MA, USA).

15. Qubit® 2.0 Fluorometer (ThermoFisher Scientific, Waltham,
MA, USA).

16. Quant-iT™ PicoGreen™ dsDNA Assay Kits and dsDNA
Reagents (ThermoFisher Scientific, Waltham, MA, USA).

2.2 Construction of

Metagenomic Library

1. 1% low-melting point agarose gel in 0.5X Tris-Borate-EDTA
(TBE) buffer with SYBR green I DNA binding dye.

2. 6X gel loading dye.

3. pZE21 MCS-1 expression vector [15] (see Note 3).

4. High-fidelity (HF) DNA Polymerase Kit (see Note 4).

5. Quick calf intestinal alkaline phosphatase (CIP) and
corresponding 10X rCutSmartTM Buffer (New England Bio-
labs, Ipswich, MA, USA).

6. EB buffer (Qiagen, Hilden, Germany).

7. QIAquick Gel Extraction Kit (Qiagen, Hilden, Germany).

8. MinElute PCR Purification Kit (Qiagen, Hilden, Germany).

9. MinElute Gel Extraction Kit (Qiagen, Hilden, Germany).

10. End-It™ DNA End-Repair Kit (Epicentre, Madison, WI,
USA).

11. Fast-Link™ DNA Ligation Kit (Epicentre, Madison, WI,
USA).

12. 0.025 μm cellulose membrane.

13. 0.1-cm–gap Gene Pulser®/MicroPulser™ Electroporation
Cuvettes (Bio-Rad, Hercules, CA, USA).
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14. High efficiency (≥4 × 1010 cfu/μg) electrocompetent E. coli
cells (see Note 5).

15. TaqDNA polymerase with corresponding 10X reaction buffer.

16. 10 mM deoxynucleotide (dNTP) solution mix.

17. 0.75% agarose pre-cast agarose gel cassettes for DNA size
selection (Saga Science, Beverly, MA, USA) (see Note 6)

18. PowerSoil® DNA Isolation Kit (Qiagen, Hilden, Germany).

2.3 Nextera Library

Preparation and

Sequencing

1. Tagment DNA enzyme (TDE1) and buffer (TD) (Illumina,
San Diego, CA, USA).

2. KAPA HiFi HotStart Library Amplification Kit (Roche Molec-
ular Systems Inc, Branchburg, NJ, USA).

3. 5 μM Illumina indexing primers (see Note 7).

4. AMPure XP PCR purification and cleanup kit (Beckman Coul-
ter, Brea, CA, USA)

2.4 Antibiotics and

Media

1. Antibiotics: Purchase antibiotics in dry powdered form and
prepare stock solutions as detailed in the manufacturer’s
MSDS. Detailed information on antibiotics is listed in Table 1
(see Note 8).

2. Lysogeny Broth (LB) agar medium: Add 5 g yeast extract, 10 g
NaCl, 10 g tryptone, and 15 g agar in 900 mL of dH2O. Mix
well to dissolve and adjust pH to 7.5 using 1 N NaOH. Add
dH2O to 1 L. Autoclave on liquid cycle for 20min or according
to your autoclave’s specification (see Notes 9 and 10).

3. Lysogeny Broth (LB): Add 5 g yeast extract, 10 g NaCl, and
10 g tryptone in 900 mL of dH2O. Mix well to dissolve and
adjust pH to 7.5 using 1 N NaOH. Add dH2O to 1 L. Auto-
clave on liquid cycle for 20 min or according to your auto-
clave’s specifications (see Notes 9 and 10).

4. Lysogeny Broth (LB) with 15% glycerol and 50 μg/mL kana-
mycin: Mix 15 mL glycerol and 85 mL autoclaved LB in a clean
sterile flask. Mix well and filter sterilize. Add kanamycin to the
final concentration of 50 μg/mL.

5. Mueller–Hinton (MH) agar: Add 2 g beef infusion solids, 1.5 g
starch, 17 g agar, and 17.5 g casein hydrolysate to 900 mL of
dH2O. Mix well to dissolve and adjust pH to 7.4 using 1 N
NaOH. Add dH2O to 1 L. Autoclave on liquid cycle for 20min
or according to your autoclave’s specifications (seeNotes 9 and
10).

2.5 Instruments and

Glassware

1. Thermocycler

2. Centrifuges for 1.5 mL and 50 mL tubes

3. Heat block
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Table 1
Commonly used antibiotics and their MICs are listed

Selection
concentration
(μg/mL)

Aztreonam AZ 8 β-Lactam Synthetic

Chloramphenicol CH 8 Amphenicol Natural

Ciprofloxacin CI 0.5 Fluoroquinolone Synthetic

Colistin CL 8 Polymyxin Natural

Cefepime CP 8 β-Lactam Synthetic

Cefotaxime CT 8 β-Lactam Semisynthetic

Cefoxitin CX 64 β-Lactam Semisynthetic

D-Cycloserine CY 32 Amino acid derivative Natural

Ceftazidime CZ 16 β-Lactam Semisynthetic

Gentamicin GE 16 Aminoglycoside Natural

Meropenem ME 16 β-Lactam Semisynthetic

Penicillin PE 128 β-Lactam Natural

Piperacillin PI 16 β-Lactam Semisynthetic

Piperacillin-Tazobactam PI-TZ 16-PI/4-TZ β-Lactam Semisynthetic

Tetracycline TE 8 Tetracycline Natural

Tigecycline TG 2 Tetracycline Semisynthetic

Trimethoprim TR 8 Folate synthesis inhibitor Synthetic

Trimethoprim-
Sulfamethoxazole

TR-SX 2-TR/38-SX Folate synthesis inhibitor Synthetic

4. Sonicator

5. Electroporator

6. Electrophoresis unit

7. Gel trays and tank

8. Gel imager and conversion screen

9. Petri dish

10. Cryotubes

11. BluePippin DNA size selection system (Saga Science, Beverly,
MA, USA) (see Note 6)
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2.6 Primers 1. pZE21 linearizing forward primer (5′GACGGTATCGATAAG
CTTGAT 3′).

2. pZE21 linearizing reverse primer (5′ GACCTCGA
GGGGGGG 3′).

3. Colony PCR forward primer (5′ GATACTGAGCACATCAG
CAGGA 3′).

4. Colony PCR reverse primer (5′ CCTGATTCTGTGGAT
AACCGTA 3′).

3 Methods

Carry out all procedures at room temperature unless otherwise
specified. Procedures involving bacterial culture, media prepara-
tion, and transformation should be performed in a clean, sterile
environment. Phenol:chloroform:isoamyl alcohol should be han-
dled in the chemical hood. A PCR hood should be used to set up
PCR reactions to avoid cross-contamination. Instruction may vary
for reagents and kits from different manufacturers; make necessary
adjustments to the protocol accordingly.

3.1 Metagenomic

DNA Extraction (see

Note 11)

1. On dry ice, aliquot 50–100 mg of fecal material into a 2 mL
sterile polypropylene tube (see Note 12).

2. Prepare samples for bead-beating by adding 250 μL 0.1 mm
zirconium beads, 210 μL 20% SDS, 500 μL DNA extraction
buffer, and 500 μL phenol:chloroform:isoamyl alcohol (25:
24:1; pH 8.0) to the tube containing the fecal material. Keep
samples on ice for about 5 min to cool down (see Note 13).

3. Lyse microbial cells by bead-beating using the Mini-Bead
beater on the “homogenize” setting for a total of 4 min
(bead-beating for 2 min, followed by cooling the samples on
ice for 2 min, and bead-beating again for additional 2 min) (see
Note 14).

4. Centrifuge samples at 6081 × g for 5 min at 4 °C.

5. Immediately prior to use, pellet Phase Lock Gel (PLG) tube at
maximum speed (~16,058 × g) in a microcentrifuge for
20–30 s.

6. Taking care to avoid the pellet, transfer the top aqueous phase
using a micropipette to a clean phase-lock gel tube, and add
600 μL of phenol:chloroform:isoamyl alcohol (25:24:1; pH
8.0) to the tube. Gently mix by inversion ten times. Do not
vortex the tubes (see Note 15).

7. Centrifuge samples at ~16,058 × g at room temperature for
5 min.
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8. Transfer top aqueous phase from the phase-lock gel tube
(~600 μL) into a clean 1.5 mL reaction tube.

9. Add 1/10 volume of 3 M sodium acetate (pH 5.5) (~60 μL)
and 1 volume (~600 μL) of -20 °C isopropanol to the tube
containing the aqueous phase from the previous step. Mix
thoroughly by inversion.

10. Store at -20 °C for at least 2 h or overnight. DNA precipitate
should be visible immediately or after incubation (PAUSE
POINT: The samples can be stored overnight at -20 °C).

11. After incubation, centrifuge the tube containing DNA at
~16,058 × g at 4 °C for 20 min. Carefully discard supernatant
without disturbing the DNA pellet.

12. Wash the pellet with 1 mL of 4 °C 100% ethanol. Vortex to
loosen the DNA pellet from the tube. Centrifuge for 5 min at
~16,058 × g at 4 °C. Remove ethanol without disturbing the
pellet.

13. Evaporate residual ethanol by placing sample tube on a 55 °C
heat block (see Notes 16 and 17).

14. Add 150 μL of TE (pH 8.0) buffer and incubate at 55 °C until
DNA is completely dissolved. Gently vortex sample if needed.

15. Add 10 μL of RNase A (100 mg/mL) to the DNA sample and
incubate for 5 min at room temperature.

16. Purify DNA using the PCR Purification kit using the manufac-
turer’s protocol.

17. Quantify purified DNA using the Qubit dsDNA BR or HS
Assay Kit and the Qubit 2.0 Fluorometer using the manufac-
turer’s protocols (see Note 18).

3.2 Metagenomic

Library Preparation

1. Prepare the pZE21 MCS-1 expression vector for ligation by
linearizing at the HincII target site via inverse PCR using a
blunt-end HF DNA polymerase. Set up the 50 μL reaction as
follows (see Notes 3, 4, and 19):3.2.1 Plasmid

Preparation
10.0 μL 10X Polymerase reaction buffer

1.5 μL 10 mM dNTP mix

1.0 μL 50 mM MgSO4

5.0 μL Polymerase enhancer solution

1.0 μL 100 pg/μL circular pZE21 DNA

0.75 μL 10 μM pZE21 linearizing forward primer

0.75 μL 10 μM pZE21 linearizing reverse primer

0.4 μL HF DNA polymerase

29.6 μL Nuclease-free H2O to a final volume of 50 μL
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2. Run PCR with the following settings: 95 °C for 5 min, then
35 cycles of [95 °C for 45 s, 55 °C for 45 s, 72 °C for 2.5 min],
then 72 °C for 5 min.

3. Prepare 1% agarose gel by adding 1 g of agarose to 100 mL of
0.5X Tris-Borate-EDTA (TBE) buffer (10X stock concentra-
tion). Heat the mixture until agarose is completely dissolved.
Let it cool to about 65 °C by placing at room temperature and
occasionally swirl the flask to let it cool evenly. Add SYBR green
I DNA binding dye (10,000X in water) to a final concentration
of 1X (10 μL). Prepare a gel-casting tray with a comb for
sample loading and pour the liquid agarose solution into the
casting tray. Allow to solidify. Place the gel in electrophoresis
chamber, add enough 0.5X TBE buffer to cover the surface of
the gel, and remove the comb (see Note 20).

4. Add 6X gel loading dye to the PCR-amplified DNA in a 1:5
ratio by volume. Load the sample on the gel and run at 70 V for
120 min.

5. Excise a gel slice containing the ~2,200-bp fragment and trans-
fer to a clean tube. Purify the DNA using the gel extraction kit.
Elute the DNA in 50 μL of nuclease-free, molecular biology
grade water (see Notes 21 and 22).

6. Dephosphorylate the linearized plasmid using Quick CIP:
For a 50 μL reaction, add 40 μL of the gel-purified DNA,

5 μL of Quick CIP (5 U/μL), and 5 μL of the 10X rCutS-
martTM Buffer. Incubate the reaction mixture at 37 °C over-
night, and heat-inactivate the reaction by incubating for 15min
at 70 °C (see Note 23).

7. Purify plasmid using the PCR purification kit as per manufac-
turer’s protocol.

8. Quantify purified plasmid using Qubit dsDNA HS Assay Kit
and the Qubit 2.0 Fluorometer. Store the sample at -20 °C.
Avoid multiple freeze-thaw cycles (see Notes 18 and 24).

3.2.2 Insert Preparation 1. Dilute up to 20 μg metagenomic DNA in EB buffer to a final
volume of 200 μL. Shear the DNA to approximately 3 kb using
a sonicator with manufacturer’s recommended settings (see
Note 25).

2. Add 6X gel loading dye to sheared DNA to final concentration
of 1X. Run sample through 1% low-melting point agarose gel
with SYBR green I DNA binding dye as described above (70 V
for 120 min). Excise a gel slice corresponding to 2–5-kb frag-
ment size using a clean disposable knife (see Notes 6, 20, 22,
and 26).

3. Extract metagenomic DNA from the excised gel slice using the
gel extraction kit, eluting in 34 μL of nuclease-free water.
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4. Following the purification, use the END-It™ DNA End
Repair kit to end-repair the DNA. To 34 μL of size-selected
metagenomic DNA add the following:

5 μL dNTP mix (2.5 mM)

5 μL ATP (10 mM)

5 μL 10X End-Repair Buffer

1 μL End-Repair Enzyme

Mix gently and incubate at room temperature for 45 min.
Heat-inactivate the reaction at 70 °C for 15 min.

5. Purify DNA using PCR purification kit. Elute the DNA with
30 μL of nuclease-free water.

6. Quantify purified DNA using the Qubit dsDNA HS Assay Kit
and the Qubit 2.0 Fluorometer. Concentrate DNA using a heat
block at 55 °C to a final volume of 8–10 μL (see Notes 17, 18,
and 27).

3.2.3 Ligation and

Dialysis

1. Perform ligation reaction of the end-repaired metagenomic
DNA and the linearized vector using the Fast-Link DNA Liga-
tion Kit. Maintain a 5:1 insert:vector mass ratio for ligation. Set
up the ligation reaction as follows:

1.5 μL 10X Fast-Link buffer

0.75 μL 10 mM ATP

1 μL Fast-Link DNA ligase (2 U/μL)
Metagenomic DNA

Linearized vector

Nuclease-free H2O to a final reaction volume of 15 μL.
Along with each set of ligations, prepare a negative control

ligation reaction without any insert (i.e., metagenomic DNA)
(see Notes 27–29).

2. Incubate reaction at room temperature overnight.

3. Heat-inactivate reaction by incubating for 15 min at 70 °C.

4. After heat inactivation, dialyze ligation reactions as follows:
Fill clean petri dish with 20 mL of nuclease-free water.

Place a 0.025 μm cellulose membrane on top of the water so
that it floats. Carefully transfer entire volume of the reaction
mixture to the membrane and close the lid. Incubate for
45–60 min, and carefully collect the sample in a clean 1.5 mL
tube. Use the full reaction volume for transformation (seeNote
30).

3.2.4 Electroporation,

Metagenomic Library

Amplification, and

Quantification

1. Place a 0.1-cm-gap sterile electroporation cuvette, microcen-
trifuge tube, and ligated DNA on ice.

2. Thaw electrocompetent cells on ice. Mix by tapping gently (see
Note 5).
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3. Aliquot 25 μL of electrocompetent cells to pre-chilled micro-
centrifuge tube on ice.

4. Add the entire volume of the ligated product (~15 μL) to the
aliquoted electrocompetent cells and stir briefly with a pipet tip
(see Note 31).

5. Perform electroporation using a 0.1-cm cuvette with the fol-
lowing settings on the electroporator: 10 μF, 600 Ω, and
1800 V (see Note 5).

6. After pulsing for 10 s, add 975 μL of recovery medium to the
cuvette and gently pipet up and down to resuspend the cells.
Transfer the cells and to a clean tube.

7. Place the tube in a shaking incubator for 1 h at 37 °C and
250 rpm.

8. Repeat steps 4–7 for the negative control ligation reaction.

9. After 1 h incubation, prepare 10-2, 10-4, and 10-6 dilutions of
metagenomic sample libraries and the negative control in LB
with 50 μg/mL kanamycin. Also include a 10-1 dilution for
the negative control.

10. Plate 100 μL of each dilution onto separate LB agar plates
containing 50 μg/mL kanamycin. Incubate plates overnight
at 37 °C. The following day, count and record the number of
colonies for each plate (see Note 32).

11. Inoculate the rest of the recovered cells into 50 mL of LB
containing 50 μg/mL kanamycin and grow overnight with
shaking at 26 °C.

12. Harvest the cells when the optical density at 600 nm (OD600)
of the culture is within the 0.6–1.0 range. Centrifuge the
overnight culture at 855 × g for 8 min to pellet the cells.
Discard the supernatant and resuspend the pellet in 15 mL of
LB containing 15% glycerol and 50 μg/mL kanamycin. Ali-
quot the metagenomic library into 2 mL cryotubes and store at
-80 °C for subsequent screening.

13. Pick 36 random colonies from the titer plates and resuspend
each in 50 μL of nuclease-free water. Use these suspensions as
templates for PCR reactions to estimate the average insert size.
Set up each PCR reaction as follows:

2.5 μL cellular suspension

2.5 μL 10X reaction buffer

1.0 μL 10 mM dNTP mix

1.0 μL 10 μM Colony PCR forward primer

1.0 μL 10 μM Colony PCR reverse primer

0.5 μL Taq DNA polymerase (5 U/μL)
16.5 μL nuclease-free water to bring the final volume to 25 μL.
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Use the following thermo-cycler settings to amplify DNA:

14. Run PCR amplified fragments on 1% lowmelting point agarose
as described above. Visualize DNA fragments using a gel
imager and record the size of each fragment. Calculate the
average insert size and estimate the total library size using the
following equation (see Note 33):

Library Size GBð Þ=
TC× TR - FRþNIþLSð

TR -FR

� �
×AI

n

109

where TC = total clones (cfu/mL of the library deter-
mined from the titer plates), TR = total number of PCR
reactions, FR = number of failed reactions, NI = number of
colonies with no inserts, resulting in ~300-bp bands,
LS = number of reactions that yield inserts smaller than
500 bp (estimated by subtracting 300 bp from the resulting
band size), AI = average insert size after subtracting 300 bp
from the band size.

3.3 Screening for

Antibiotic Resistance

and Amplification of

Antibiotic Resistance-

Conferring DNA

Fragments

1. Determine the minimum inhibitory concentration (MIC) of
each antibiotic by plating the negative control electrocompe-
tent cells transformed with unmodified pZE21 on MH agar
with 50 μg/mL of kanamycin and the antibiotic of choice.
Each batch of antibiotics should be tested in this manner before
library screening. Commonly used antibiotics and related
MICs are listed in Table 1.

2. Calculate the amount of library stock needed for screening.
Adjust the concentration of the frozen metagenomic library
with LB-Kan such that each 100 μL aliquot contains at least ten
times the number of unique clones in the library.

3. To calculate the titer of the frozen metagenomic library stock,
thaw one frozen aliquot on ice, prepare 10-2, 10-4, and 10-5

dilutions, and plate on LB agar plates containing 50 μg/mL
kanamycin. Incubate plates overnight at 37 °C. Count and
record the number of colonies on each plate.

4. Calculate the amount of the library stock needed for screening
using the following equation (see Note 34):

Amount required

=
Library titer post electroporation cfu

mL

� �
×10,000

Frozen metagenomic library stock titer cfu
mL

� �
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5. Make enough diluted library stock to screen all antibiotic plates
for each library. Prepare at least 100 μL extra to set up titer
plates and account for pipetting error.

6. Plate 100 μL of diluted library on MH agar with 50 μg/mL of
kanamycin and the antibiotic of choice at the MIC determined
earlier. Additionally, plate negative control electrocompetent
cells transformed with unmodified pZE21 to ensure that the
concentration of antibiotic used entirely inhibits the growth of
vector-only cells.

7. Incubate plates for 24 h at 37 °C.

8. After incubation, inspect plates for colonies.

9. Collect all colonies by adding 750 μL of the LB-Kan broth with
15% glycerol to the plates and gently scraping the colonies with
a sterile L-shaped cell-spreader. If required, repeat this step to
collect any leftover colonies.

10. Collect the slurries of functionally selected clones in 2 mL
cryotubes and store at -80 °C.

11. To isolate the plasmid containing antibiotic-resistant metage-
nomic inserts, thaw the stock of antibiotic-resistant slurries
from the above step on ice and transfer 300 μL of cells into
5 mL LB medium containing 50 μg/mL of kanamycin and
incubate for 12–16 h at 37 °C with vigorous shaking (seeNote
35).

12. Harvest the bacterial cells by centrifugation at >6800 × g in a
conventional table-top microcentrifuge for 3 min at room
temperature.

13. Perform plasmid purification using the QIAprep Miniprep kit
and quantify purified product using the Qubit dsDNA HS
assay kit. Follow manufacturers’ protocol for detailed
instructions.

3.4 Illumina Library

Preparation and

Sequencing

1. Dilute the purified plasmid from each selection to 0.5 ng/μL
just before use.

2. Thaw TD buffer and TDE1 enzyme and index on ice. Preheat
thermo cycler to 55 °C.

3. Prepare tagmentation master mix. For each reaction, the fol-
lowing components are mixed together:

1.25 μL of TD buffer

0.125 μL nuclease-free H2O

0.125 μL TDE1 enzyme

4. Transfer 1.5 μL of tagmentation master mix to each well of
96-well PCR plate and add 1 μL of diluted DNA (0.5 ng/μL).
Seal plate and spin briefly.
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5. Immediately transfer plate on thermo cycler and incubate for
15 min at 55 °C.

6. At the end of incubation, transfer plate on ice.

7. Add 11.2 μL of KAPA HiFi PCR master mix into each well.

8. Add 8.8 μL (5 μM) of a unique Illumina indexing primer into
each well and mix my pipetting. Seal the plate and spin (see
Note 7).

9. Amplify DNA at 72 °C for 3 min, 98 °C for 5 min, followed by
14 cycles of [98 °C for 10 s, 63 °C for 30 s, and 72 °C for 30 s]
with a final extension of 5 min at 72 °C.

10. Purify PCR amplified DNA using AMpure XP beads. Add
22.5 μL of beads to each well and mix by pipetting.

11. Incubate at room temperature for 5 min. At and of incubation,
place plate on magnetic stand separate beads for 2 min.

12. Remove clear supernatant without disturbing beads.

13. Wash beads three times using 80% ethyl alcohol.

14. After final wash, allow the plate to air dry for 15–20 min.

15. Remove the plate from magnetic stand and add 60 μL o
resuspension buffer (10 mM Tris-Cl, 1 mM EDTA, 0.05%
Tween 20, pH 8.0)

16. Pipette up and down 15–20 times to mix. Avoid introducing
air bubbles during mixing. Incubate the plate at room temper-
ature for at least 5 min.

17. Place the plate on a magnetic stand and allow the liquid to
clarify for at least 2 min. Transfer 57 μL of purified DNA
sample into clean PCR plate.

18. Quantify DNA sample using Qubit HS DNA quantification kit
or PicoGreen DNA quantification kit.

19. Dilute each sample to 10 nM and combine an equal volume of
each 10-nM sample in one tube for sequencing (see Note 36).

3.5 Assembly and

Annotation of ARGs

In order to carry out functional characterization of the metage-
nomic insert library, quality-filtered short read sequences need to
be assembled into longer contiguous sequences, commonly
referred to as contigs. Several assembly programs have been specifi-
cally developed to carry out this task, such as Meta-IDBA [16],
Meta-Velvet [17], and InteMap [18]. We have developed a compu-
tational pipeline, PARFuMS, as previously described in [2], for
high-throughput assembly of resistance-conferring DNA frag-
ments obtained from many independent functional selections.
Below, we have described a general workflow of the pipeline. It is
important to note that the steps mentioned below include modifi-
cations that were made after the publication.
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3.5.1 Demultiplexing and

Preprocessing of

Sequencing Reads

After sequencing, Illumina paired-end sequencing reads are demul-
tiplexed based on index sequences, generating several sample-
specific sequencing files and allowing for assembly and annotation
for each sample to be performed in parallel. This is typically done by
the sequencing core where the sequencing of samples takes place;
please check with your sequencing services provider to ensure that
the demultiplexing of sequencing reads has taken place. Subse-
quently, reads are quality filtered using Trimmomatic [19], and
the reads corresponding to the expression vector (pZE21) are
removed before proceeding to assembly (see Note 37).

3.5.2 De Novo Assembly

of Short-Read Sequences

Using PARFuMS

First, short reads are assembled into intermediate length contigs
using three iterations of the short-read assembler Velvet [20]. Fol-
lowing each round of assembly, redundant contigs are collapsed to
one sequence using CD-HIT [21], and chimeric sequences are
removed by mapping raw reads against assembled contigs using
FR-HIT [22]. The first iteration of Velvet takes all reads as an input,
while in the second and third rounds, the reads not mapped to
previously assembled contigs are utilized. The velvet-assembled,
nonredundant contig set is then passed to the long-read assembler
Phrap [23] for two iterations. The first iteration assembles the
Velvet output into more complete contigs, which are subsequently
linked together if two contigs are bridged by sufficient number of
raw paired-end reads. The final iteration of Phrap uses these linked
contigs as input and provides a more complete assembly of linked
contigs, which are subsequently annotated for resistance determi-
nants by searching protein coding genes against BLAST- and
HMM-based antibiotic resistance reference databases.

3.5.3 Annotation of

Contigs with Antibiotic

Resistance Functions

1. First, the selections, in which the number of assembled contigs
is higher than 10X the number of colonies generated during
screening, are excluded.

2. Identification of open reading frames in assembled contigs can
be achieved by using gene prediction tools such as MGC [24],
Metagenemark [25], MetaGenAnnotator [26], GLIMMER-
MG [27], and Prodigal [28] (see Note 38).

3. Annotation of protein coding regions is done following a hier-
archical approach where the sequences are first searched against
BLAST-based ARG reference databases (e.g., CARD [29],
ResFinder [30], AMRFinder-Prot [31]) with strict criteria
(≥95% identity and ≥95% coverage), and then the remaining
sequences are searched using HMM-based ARG databases
(e.g., Resfams [32], NCBI AMRFinderPlus [31], Pfam [33],
TIGRFam [34]) (see Note 39, 40). Using this approach, we
have implemented a pipeline, resAnnotator [35], which is avail-
able on GitHub (see Note 41).
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4 Notes

1. This chapter is an updated version of the one published in the
first edition of the book [36].

2. Check the pH of the packaged product before use. Some
products are packaged at pH 6.7 and come with separate
alkaline buffers. Add sufficient volume of alkaline buffer to
phenol:chloroform:isoamyl alcohol (25:24:1) (pH 6.7) to
achieve pH 8.0. Store at 4 °C.

3. Other expression plasmids may be used to construct the library.
While selecting another plasmid consider compatibility, copy
number, and selective marker. Selecting different plasmid will
also require redesigning of primers (for plasmid linearization,
colony PCR, sequencing library preparation, etc.), and
re-establishment of minimum inhibitory concentration for
each antibiotic for E. coli with the new empty plasmid.

4. It is critical to use a high-fidelity polymerase for efficient ampli-
fication of DNA fragments with a low error rate. The given
reaction volumes and conditions for PCR in this protocol are
optimized for PlatinumTM SuperFiTM DNA Polymerase and
may differ for other high-fidelity polymerases. For a different
polymerase, adjust PCR reaction conditions as per the manu-
facturer’s recommendation.

5. Electroporation settings and minimum inhibitory concentra-
tion (Table 1) are optimized for E. coli E. cloni 10G
SUPREME cells (≥4 × 1010 cfu/μg transformation efficiency)
(Lucigen Corporation, Middleton, WI, USA). If using differ-
ent electrocompetent cells, follow manufacturer instructions
for optimal electroporation condition. ReestablishMIC against
each antibiotic with electrocompetent cells transformed with
empty plasmid.

6. Alternatively, insert size selection can be performed using the
BluePippin size selection system. Concentrate sonicated DNA
using Qiagen PCR purification kit, elute in 35 μL of TE buffer,
and check DNA concentration using Qubit DNA quantifica-
tion kit. To create protocol on BluePippin software, select
protocol editor tab and select cassette type by clicking 0.75%
agarose dye-free/0.75% DF 2–6KBMarker S1. Select “Range”
mode and enter 1Kb-6Kb. Assign marker position and apply
reference to all lanes and save protocol. Calibrate instrument,
perform continuity test and inspect gel cassette as per manu-
facture protocol and adjust if needed. Remove 40 μL of buffer
from sample well and load 30 μL (5 μg in 30 μL) of the purified
and sonicated DNA sample to the sample well and the marker
to the assigned well as per the protocol.
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7. We use unique dual indexes (UDI) for sequencing library pre-
parations. Each UDI consists of a pair of indexing primers with
binding sites corresponding to the Nextera tagmentation adap-
ters. The primers also consist of unique 10-bp oligonucleotide
sequences (indexes), facilitating the de-multiplexing of the
dually indexed reads on a sequencing run to enable separate
assembly of contigs corresponding to each sample. Forward
and reverse sequencing adapters are annealed by heating the
5 μM mixture to 95 °C followed by slow cooling (0.1 °C per
second) to a final holding temperature of 4 °C. Store
pre-annealed barcoded adapters at -20 °C.

8. Carefully read the MSDS for each antibiotic and store antibio-
tics accordingly. Antibiotic stock solutions prepared in ultra-
pure water need to be filter sterilized. Antibiotic solutions
prepared in organic solvents do not need filter sterilization. It
is advisable to prepare stock solutions just before use and, if
necessary, to store at -20 °C.

9. Pre-warm the water bath to 55 °C. After removing the medium
from the autoclave, allow it to cool to 55 °C by placing in a
pre-warmed water bath. Add the appropriate amount of the
desired antibiotic to this medium and pour 20 mL of liquid
medium per 10 cm sterile petri dish. When pouring plates, keep
your bench area sterile and clean.

10. For premixed powders, use the amounts suggested by the
manufacturers.

11. Metagenomic DNA from fecal samples can alternatively be
extracted using the DNeasy PowerSoil Pro Kit (Qiagen, Hil-
den, Germany).

12. Although 10–20 μg of starting DNA is required for one meta-
genomic library preparation, it is recommended to extract
DNA sufficient for at least three metagenomic library prepara-
tions (50–60 μg). Insert yield may vary from sample to sample,
and lower yields may hinder the process of library preparation.
Thus, it is advisable to begin the library preparation with
10–20 μg of DNA, and if insert yield is insufficient, the insert
preparation step can be repeated to achieve the requisite
amount. It is not recommended to perform the complete
DNA extraction process again for a subset of samples as that
may introduce extraction-specific biases into the study. Con-
versely, DNA preparations from too much fecal sample may
have inhibitors that will interfere with downstream steps.

13. Close the tube cap tightly to avoid any leakage during bead
beating.

14. Continuous bead beating for 4 min may overheat samples.
Cooling samples before and during bead beating helps prevent
heat-induced DNA damage.
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15. Use of phase lock gel tubes helps eliminate interphase protein
contamination during phenol extraction. The organic phase
and the interphase materials are effectively trapped in or
below the gel, thus allowing easy removal of the top aqueous
phase containing DNA by pipetting or decanting.

16. Do not over dry DNA pellet; dried DNA is sometimes difficult
to dissolve.

17. Alternatively, the residual ethanol can be removed more rapidly
by using a vacuum concentrator. A vacuum concentrator can
also be used as a more rapid alternative to heating to concen-
trate DNA samples.

18. DNA quantification using spectrometric methods may overes-
timate DNA concentration due to the presence of other com-
pounds in solution. Measurement of DNA concentration using
a fluorimeter may thus give a more accurate concentration.

19. Do not use high amounts of the template plasmid. Carryover
circular plasmid (template) may result in high levels of trans-
formants carrying plasmids without inserts during metage-
nomic library preparation.

20. Use a separate gel box for each sample and clean the gel box
before use with 10% bleach for 10 min. Wash gel boxes at least
three times with dH2O between each run to avoid cross-
contamination.

21. Gel purification and size selection are preferred over a simple
PCR cleanup to remove any primer dimers and other forms of
the plasmid. During gel extraction, try to avoid bands differing
from 2,200 bp in size. Elute DNA with nuclease-free water
instead of the purification kit-provided elution buffer; elution
buffer contains salts that may interfere with the following steps
of plasmid preparation. Optional: further purify the plasmid
DNA using a PCR purification kit to concentrate the DNA
sample. This step may reduce the amount of CIP needed for
the dephosphorylation step.

22. Use conversion screen and filter while acquiring images of
DNA electrophoresis samples in order to avoid exposing sam-
ples or users to harmful UV radiation. Use face and eye protec-
tion while working under UV lights.

23. Dephosphorylation removes the terminal 5′-phosphate group
from DNA and suppresses self-ligation and circularization of
linearized plasmid DNA. This is a crucial step for high-
efficiency plasmid preparation. Maintain a proper buffer ratio
for optimal results.

24. Prepare enough plasmid for one project. Different batches of
pZE21 prepared in this way have different ligation efficiencies,
even when the same protocol has been followed for all. Quality
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control of each batch is required before using any new batch of
plasmid. The easiest way to do this is by preparing an insert
library from salmon sperm DNA and ligating it into your new
vector. Once you confirm the ligation efficiency (ideally >70%
of transformants should contain insert), you may start with the
real ligation.

25. If using Covaris E210, we recommend the following settings:
duty cycle: 20%, intensity: 0.1, cycles per burst: 1000,
treatment time: 900 s.

26. Some commercially available molecular DNAmarkers (ladders)
consist of various DNA fragments and may contain ARGs.
Make sure that the molecular marker used during gel purifica-
tion does not contain any ARGs. You can also prepare a custom
molecular DNA marker by amplifying specific sizes of
nonbacterial DNA.

27. 200 ng or more insert is required for ligation. If a sufficient
amount of the insert is not obtained, repeat the insert prepara-
tion step (see Note 12). It is also advisable to set up two
separate ligation reactions if the total amount of insert is
more than 1 μg.

28. When setting up multiple ligation reactions, it is preferable to
make a master mix of ligation reagents to avoid pipetting
errors.

29. The average insert and the vector are of similar sizes (~2 kb);
thus, the mass ratio approximates the molar ratio.

30. Dialysis of samples removes salt traces. Higher salt concentra-
tions in the DNA sample may cause arcing during electropora-
tion. Make sure that no part of the cellulose membrane sinks
into the water. If multiple samples are applied on same mem-
brane, keep at least 2 cm space between each sample to avoid
contamination.

31. Do not vortex or pipet up and down to mix the sample. This
can introduce air bubbles and warm the cells. Air bubbles in
sample may cause arcing during electroporation.

32. The pZE21 expression vector has the kanamycin resistance
cassette.

33. Colony PCR primers are designed such that they will amplify
insert at the cloning site and approximately 150 bp of plasmid
on each side. Thus, when no insert is present, these primers will
yield a band of 321 bp in size. This serves as a colony PCR
control. Do not count PCR reactions in any calculation that
failed to amplify the 321-bp fragment. While calculating frag-
ment size, deduct 321 bp from the size on the gel. For exam-
ple, if a 1,500-bp band is observed on the gel, the actual
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fragment size is 1,179 bp. Repeat colony PCR if more than
20% of reactions failed to amplify.

34. If the concentration of the frozen library stock is higher than
desired, dilute library with LB with 50 μg/mL kanamycin; if it
is lower than the desired concentration, pellet cells by gentle
centrifugation at 855 × g and reconstitute in an appropriate
volume of LB-Kan. Dilute the libraries in LB with 50 μg/mL
kanamycin so that 100 μL of plating solution contains about
ten copies of each clone. For example, if colony count follow-
ing electroporation indicates that the metagenomic library
contains 500,000 clones, prepare 100 μL of plating solution
which contains (10 × 500,000) clones. To avoid underestima-
tion of amount of library stock you need to plate, use the
highest estimated colony count following electroporation and
the lowest estimated titer of your library stock in the formula.

35. Growth for more than 16 h is not recommended to prevent
cells from lysing, which reduces the DNA yield. Use a tube or
flask with a volume of at least four times the volume of the
culture.

36. We submit the samples for 2 × 150 bp paired-end sequencing
on the Illumina NextSeq or NovaSeq platforms with a target
sequencing depth of five million reads per sample.

37. We use cross_match from the Phrap package with the following
options to remove vector sequences:

-gap1_only –minmatch 6 –minscore 10 –gap_init -3

38. We use prodigal with default parameters to identify open
reading frames.

39. Resfams is a curated database of protein families and their
associated profile HMMs that are confirmed for antibiotic
resistance function using experimental methods and are
organized in ontology [32]. It is extensively used for high-
throughput annotation of sequence-novel ARGs. There are
two variants of the Resfams database: Resfam-core.hmm and
Resfam-full.hmm. The core database of Resfams profile HMMs
was trained using curated antibiotic resistance protein
sequences from the Comprehensive Antibiotic Resistance
Database (CARD) database, the Lactamase Engineering
Database (LacED), and Jacoby and Bush’s collection of
curated beta-lactamase proteins. The core database of Resfams
profile HMMs are supplemented with additional profile
HMMs from the Pfam and TIGRFam databases to generate
the full Resfams profile HMM database. The core Resfams
database should be used with resAnnotator pipeline. The latest
version of the Resfams database and supporting datafiles are
available at http://dantaslab.wustl.edu/resfams.
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40. The Pfam and TIGRFam annotation outputs should only be
used when there is previous functional evidence of antibiotic
resistance activity, such as in functional metagenomic
selections.

41. The resAnnotator pipeline and configuration files are available
at https://github.com/dantaslab/resAnnotator. A brief
description of the workflow of the resAnnotator pipeline is
provided as an example on GitHub, but the nature and order
of the databases can be modified in accordance with the experi-
mental needs.
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